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Abstract—Maritime journeys are significantly depending on 
weather conditions and so meteorology have ever had a key role in 
maritime businesses. Nowadays, the new era of innovative machine 
learning approaches along with the availability of a wide range of 
sensors and microcontrollers, creates increasing perspectives for 
providing onboard reliable short-range forecasting of main 
meteorological variables. The main goal of the current study is to 
propose a machine learning algorithm, which will be coded into a 
microcontroller and will be able to predict in short-term the wind 
speed weather conditions on board of the boat. A regression 
machine learning algorithm was chosen so that to require the 
smallest amount of resources (memory, CPU) and to be able to run 
in a microcontroller. The method was coded suing a powerful 
programming platform for microcontrollers namely the Zerynth 
studio. The proposed method was tested on real weather data 
recorded during a ship journey and its efficiency is proven based 
on a number of error metrics.  

Keywords—weather forecasting, Zerynth, machine learning, 
microcontroller. 

I. INTRODUCTION  

Meteorology is the study of weather events, having as major 
focus the forecasting of main weather variables. Prediction on 
weather conditions is performing either on historical data or 
mathematical models or a combination of them. There is great 
importance on quantifying meteorological variables such as 
temperature, humidity, air pressure, wind flow; their variations 
and interactions and how the change over time. There are 
proposed various spatial scales in order to describe and predict 
weather conditions on local, regional or global levels. On the 
other hand, weather conditions have had great effect on sea-
transportation and all the maritime affairs.  

Maritime activities are related to maritime commerce and 
maritime leisure but they also affect environment and 
consequently atmosphere and so the weather conditions. All are 
related and interconnected and seem to belong to a vicious circle 
that impact the quality of environment and the meteorological 

maritime conditions [1]-[6]. The safety of the maritime 
transportation is strictly related to weather information. 
International Maritime Organization (IMO) and World 
Meteorological Organization (WMO) have proposed and define 
regulation strategies on how to provide marine weather 
predictions so that to minimize accidents and economic losses. 
There is an essential need for maritime weather prediction, 
which is connected to sustainable development of the sea 
commerce, requiring developing of early warning systems and 
automatic real-time information exchange in order to achieve 
high weather forecast quality (especially about storms, heavy 
precipitation, wind, waves and extreme temperatures). 

When it comes to forecasting meteorological parameters like 
wind speed special care must be taken in order to tackle the 
problem of the local environment and the complexity of these 
parameters which can seriously affect the performance of the 
forecasting methods. Hence, it is a common approach to test a 
number of machine learning techniques to solve the weather 
forecasting problem [7]-[8]. Such weather forecasting 
techniques either depend on the utilization of generative 
numerical methods [9], or use time-series analysis such as Auto 
Regressive Integrated Moving Average (ARIMA) models [10] 
or finally use advanced machine learning algorithms that are 
based on Artificial Neural Networks (ANNs) [11], [12] or 
Support Vector Machines [14], [15]. Nowadays the effective use 
of approaches relying in Deep Learning for a number of domains 
have persuaded its utilization for climate and weather prediction 
[16].  

The paper is structured in the following way: Section II 
begins to describe the Zerynth platform that was used to write 
the code for the microcontroller and Section III presents the 
regression algorithm. Section IV, presents some technical details 
of the microcontroller used and Section V and VI describe the 
data used and the results achieved of our method respectively. 
Finally, Section VII concludes the paper with some final 
remarks, recommendations and suggestions for future work. 
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II. ZERYNTH PLATFORM 
Zerynth [17] is a software suite that provides to the 

developers with a number of tools in order to program 32bit 
microcontrollers using Python or hybrid C/Python. Zerynth has 
a very light footprint while guaranteeing real-time performances 
thanks to the RTOS (e.i. FreeRTOS or Chibios can be chosen). 
The main component of the Zerynth suite is the Zerynth Virtual 
Machine (VM), which is a real time  multithreaded Operating 
System that provides hardware abstraction making any Zerynth 
project hardware independent. The Virtual Machine provides 
high-level features of Python like the following: classes, multi-
threading, modules, callback, timers and finally exceptions. It 
supports the use of hardware features e.g. PWM, interrupts and 
digital Input - Output. In Zerynth, threads are written in C 
programming language and can live along the VM enabling a 
high-performance mixed C/Python real-time environment. 

Zerynth also includes a dedicated development environment. 
Zerynth Studio which is a free, cross-platform Integrated 
Development Environment and a Toolchain for developing 
hybrid C or Python applications and managing Zerynth 
supported boards. It includes a compiler, debugger and an editor, 
alongside tutorials and example projects for an easy learning 
experience. The Zerynth ADM (Advanced Device Manager) is 
a cloud service that enables a fast and easy to use cloud 
provisioning of Zerynth powered devices while also allowing 
Firmware Over-The-Air (FOTA) updates and Remote Procedure 
Calls. Finally, the Zerynth App is a general purpose Android/iOS 
mobile app that allow an easy building of HTML/JS Graphical 
User Interfaces for Zerynth powered devices. 

There are various hardware abstraction layer libraries, 
RTOSs and interpreted language engines for microcontroller 
available on the market. However, considering the need of 
developing a Machine Learning model for weather prediction we 
preferred to choice a complete and reliable developing 
framework able to support Python and in particular hybrid 
C/Python coding. In this context, a valid alternative to Zerynth 
is Micropython. Micropython is a Python interpreter executable 
by MCUs that allows a quick and easy development of 
embedded applications in Python language. Micropython scripts 
can be directly written on the board's serial port terminal giving 
developers the possibility to easily test embedded devices 
features and peripherals from a serial port emulated terminal 
console. However, having the entire interpreter executed by the 
microcontroller dramatically increase the footprint of the OS 
reducing the RAM and Flash memory available for the ML 
application. Moreover, Micropython doesn’t include any ready 
to use service for FOTA and RPC that are both required in order 
to allow an easy debug and upgrade of already installed remote 
devices.  

III. REGRESSION METHODS 
Regression is a type of problem when a prediction is needed 

for some output from a number of inputs using a number of data. 
In order to establish notation we will use mx ∈ℜ , to describe the 
input features, and ∈y R  to denote the target value of a 
parameter. Thus { },x y  in our case will be the training data and 
the list of the training data it is often called the dataset. The 

dataset { }, | 1,...,i ix y i n= consists of a number n  of training 
data where n m×ℜ  denotes the input space, and nℜ  the output 
space of n  values.  

Thus, the regression problem is the task of approximating a 
function like 1n m nX Y× ×→ , for which we minimize error 
between the real wind speed value and the predicted wind speed 
value. In this study, the available features are: Temperature, Dew 
point temperature, Humidity, Wind direction, Pressure, 
Precipitation and Wind Speed. The goal of this study is to predict 
the value of the Wind speed parameter. 

One of the simpler algorithms that can be used is the Linear 
Regression (LR) [18], which seeks to predict the wind speed as 
a linear combination of the features. In order to approximate y  
(wind speed) as a linear function of ix : 
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= θ + θ + + θ = θ∑ , (1) 

where 0 1x =  and { }| 1,...,m= θ =iθ i  are the parameters of the 
linear function mapping from n mX ×  to 1nY × .  

A most common error function between the output ( )h xθ  
and the actual value iy  is the least square error function defined 
in terms of: 
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The previous equation (2) is the familiar least-squares cost 
function which defines ordinary least squares regression model. 
When it comes to minimize the error ( )J θ  a most common 
algorithm would be the Gradient Descent (GD) algorithm which 
start from some “initial guess” for the parameters θ  and 
repeatedly changes the values of the parameters in order to make 

( )J θ smaller, until converge to minimum value for ( )J θ . This 
is an algorithm that repeatedly takes a step in the direction of 
steepest decrease of ( )J θ . In detail, the GD algorithm performs 
the following update on the parameters θ : 

 
( )new old

j j
j

Ja ∂ θ
θ = θ −

∂θ
, (3) 

where a  the learning rate which is usually set to 3 210 10a− −≤ ≤  
and smaller values for the learning rate leads to slower 
convergence.  

The previous update is simultaneously performed for all 
values of 1,...,j m= . However, when it comes to program 
embedded environments, where processing cycles, memory and 
power are all in short supply is really hard. Thus deploying 
machine learning algorithms for regression could be considered 
extremely difficult and one has to keep in mind some basic 
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limitations that had to be overcome a) CPU limitations: the low 
operating frequency of the microcontrollers, and b) Memory 
limitations: the small memory capacity of such type of 
microcontrollers.  

In order to overcome the above two limitations for regression 
problems one can choose to update the parameters θ  as the new 
data are collected from the weather station. This type of method 
is called Stochastic Gradient Descent (SGD) [19], [20] and is 
currently gaining interest in Deep Learning applications [21]. 
For example SGD has been used in the case of large volume 
datasets [22] instead of using the costly GD since one has to do 
a single step for one pass for the whole training set. Furthermore, 
the larger the training set, the slower the GD algorithm will 
update the parameters since the longer it may take until it 
converges to the global minimum. 

Stochastic Gradient Descent (SGD) simply computes the 
gradient of the parameters using only a single or a few training 
examples thus the new update is given by: 

 
( ; . )new old i i

j j
j

J x y
a

∂ θ
θ = θ −

∂θ
, (4) 

for a pair ( . )i ix y  from the training set. In SGD the learning rate 
a  is typically much smaller than a corresponding learning rate 
in batch gradient descent because there is much more variance 
in the update. 

IV. MICROCONTROLLER - ESP-32  
The used microcontroller was the ESP-32 DevKitC. the 

official development board is displayed in the figure below and 
a technical description of the microcontroller is shown in the 
following Table. 

 
Fig. 1. The microcontroller ESP8266 ESP-32 μC. 

 

 

 

 

TABLE I.  ESP32 SPECIFICATIONS 

Microcontroller: Tensilica 32-bit Single-/Dual-
core CPU Xtensa LX6 

Operating Voltage 3.3V 
Power Supply Voltage: 7-12V 
Digital I/O Pins (DIO) 28 
Analog Input Pins (ADC) 8 
UARTs 3 
SPIs 2 
I2Cs 3 
Flash Memory 4MB 
SRAM 520 KB 
Wi-Fi and Bluetooth IEEE 802.11 b/g/n/e/i 

V. DATA 
The data was collected using a Tugboat (Wikipedia, 

Tugboat) which is a type of vessel that maneuvers other vessels 
by pushing or pulling them either by direct contact or by means 
of a tow line. The trip of the tugboat was from Chios island 
(Greece) to Athens (Greece) and the data collection lasted from 
2018-01-22 11:40:00 to 2018-02-09 12:50:00. The planned trip 
of the ship is displayed in the figure below: 

 

Fig. 2. The recorded trip of the tugboat from Chios Island, Greece to Athens, 
Greece. 
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On board of the tugboat we have installed a weather station 
(Airmar 220WX, Airmar Technology) which send the data to a 
data logger using the NMEA 2000 channel [23]. During the trip 
of the tug boat the following weather parameters were recorded 
Temperature, Dew point temperature, Humidity, Wind direction, 
Pressure, Precipitation and Wind Speed with a 15 minutes 
interval. The technical details and specifications of the weather 
station are presented in the following table. 

TABLE II.  WEATHER STATION BASIC CHARACTERISTICS. 

Airmar 220WX 

Operating voltage range  
of 12-24 DC. Waterproof. 

Meteorological Parameters: Air 
Temperature, True/Apparent Wind 

Speed, True/Apparent Wind 
Direction, Barometric Pressure. 

Three-axis solid-state compass with 
dynamic stabilization (better than 

1° static compass accuracy). 

Three-axis accelerometer for pitch 
and roll. 

Three-axis rate gyros provide rate-
of-turn data. 

Internal GPS. Current Time. 
 

As far as the meteorological parameters that were measured 
from the Weather Station a detailed description can be displayed 
in the following Table. 

TABLE III.  DESCRIPTION OF THE THE METEOROLOGICAL PARAMETERS 
RECORDED. 

Measurement Unit of  
measure 

 Typical operation range 

True Wind Speed m/s  [0, 60] m/s 

True Wind Direction deg  [ 0, 360°] 

Air temperature oC [-30, +60°C] 

Barometric Pressure mbar [ 540, 1100] hPa 

Relative humidity % [0 %, 100 %] 

VI. RESULTS 
In the current study, we partitioned the dataset to an initial 

training and the rest of the dataset was used as a testing set. The 
initial training set was composed of 4 days of the trip of the 
tugboat and the rest of the data for testing. In order to evaluate 
our method, we have used the Median Absolute Error ( MAE ) 
and the Root Mean Square Error ( RMSE ) which are defined 
below as [24], [25]: 

 
1

1 ˆ
N

i i
i

MAE y y
N =

= −∑ , (4) 

 ( )2

1

1 ˆ
=

= −∑
N

i i
i

RMSE y y
N

, (5) 

where N  is the number of the testing samples, ˆiy  is the 
predicted value and iy  the true wind speed value.  

Finally, in Table IV we present our results with respect to the 
MAE  and RMSE  error rates.  

TABLE IV.  WEATHER STATION BASIC CHARACTERISTICS. 

 MAE  RMSE  

Our Method 1.591 2.165 

 

In the following figure we demonstrate that the resulting 
forecasting model that was derived from the platform achieve a 
high accuracy at predicting future wind speed in real time 
situations. 

 

 

Fig. 3. Performance of our model over test data. Wind speed predictions for 1 
hour.  

VII. CONCLUSIONS 
The aim of this study was to predict the wind speed on short-

term weather conditions using an on-board vessels weather 
station. We have used the Zerynth platform and the ESP-32 
DevKitC microcontroller in order to code the regression 
method. The efficiency of our method is proven using real 
weather data recorded from a ship. As for future work we are 
going to test our method using more data from the tugboat. 
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