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34.1 Introduction

Fuzzy cognitive maps (FCMs) are a modeling methodology based on exploiting knowledge and experience. FCMs are originated from the theories of fuzzy logic, neural networks, and evolutionary computing and generally from soft computing and computational intelligence techniques. FCMs are consisted of concepts representing conceptual entities, which could be considered as information granules. Concepts of FCMs interact; one influences the others and exchanges information. Thus, FCMs belong to the granular computing area, which refers to the conceptualization and processing of information granules – concepts.

The FCM structure is consisted of concepts representing information granules and the casual relationships among the information granules. These information granules could be physical quantities, qualitative characteristics, abstract ideas, and generally conceptual entities. A group of experts design the FCM; they determine the most important entities which are essential to model a system. Then they define the causal relationships among these entities, indicating the relative strength of the relationships using a fuzzy linguistic variable. The directions of the causal relationships are indicated with arrowheads. FCMs conceptual models are constructed by experts, who have a sufficient and abstract understanding of the specific system and its operation.

FCMs is a qualitative modeling tool; they provide a simple and straightforward way to model the relationships among different factors. FCM can describe any system using a model with three distinct characteristics: (1) signed causality indicating positive or negative relationships, (2) the strengths of the causal relationships take fuzzy values, and (3) the causal links are dynamic where the effect of a change in one concept/node affects other nodes, which in turn may affect other nodes. The first characteristic implies both the direction and the nature of the causality. The second characteristic assigns a fuzzy number or linguistic value to reflect the strength of the causality or the degree of association between concepts. Finally, the third characteristic reflects a feedback mechanism that captures the dynamic relationship of all the nodes, which may have temporal implications.

This chapter is going to thoroughly present FCMs and the different contributions to the field. After a short literature review on FCMs, a general method for designing and developing FCMs will be presented along with the most important methodologies for training and upgrading FCMs.

34.1.1 History of Fuzzy Cognitive Mapping and Applications

Cognitive maps are originated from graph theory, which Euler introduced in 1736 [1] based on directed graphs. In directed graphs, there are links (connections) between variables (nodes) with a direction [2].
Anthropologists applied signed digraphs to represent the different social structures in human society [3]. Axelrod [4] was the first who used digraphs to describe causal relationships among variables and to mimic the way human do. He called these digraphs cognitive maps. Cognitive mapping has been applied in many areas for decision making as well as to describe expert's perceptions on complex social systems [4–11].

Kosko [12] modified Axelrod's cognitive maps, with binary values; he suggested the use of fuzzy causal functions taking numbers in [−1, 1], so he introduced the FCM. Kosko examined the behavior of FCMs explaining the inference mechanism of FCM. He applied FCMs to model the effect of different policy options using a computational method [13]. There was a very important update of cognitive maps combined them with fuzzy logic, which gave them the temporal and causal nature [14, 15]. FCMs express causality over time and allow for causality effects to fluctuate as input values change. Non-linear feedback can only be modeled in a time-based system. FCMs are intended to model causality, not merely semantic relationships between concepts. The latter relationships are more appropriately represented with semantic networking tools like SemNet [16]. By modeling causality over time, FCMs facilitate the exploration of the implications of complex conceptual models, as well as represent them with greater flexibility.

In general, changes in the topology or in the weight parameters of the FCM model may result in totally different inference outcomes. The extended fuzzy cognitive map (eFCM) [17] introduced time delay in the FCM parameters and discussed non-linear properties. Actually, the eFCM was an extension of FCM that simply uses binary-valued functions for weights. As a consequence, it had little improvement over FCM in terms of inference performance.

FCM have been successfully applied in many different scientific fields for modeling and decision making: political developments [18], electrical circuits [19], virtual sea world of dolphins, shark and fish [20], organizational behavior and job satisfaction [21], and the economic demographics of world nations [22]. FCMs were combined with data mining techniques to further utilize expert knowledge [23, 24].

Skov and Svenning [25] combined FCM with a geographic information system so that to apply expert knowledge to predict plant habitat suitability for a forest. Mendoza and Prabhu [26] used cognitive mapping to examine the linkages and interactions between indicators obtained from a multicriteria approach to forest management. FCMs were used to support the esthethical analysis of urban areas [27] and for the management of relationships among organizational members of airline services [28]. Furthermore, evaluation procedure for specifying and generating a consistent set of magnitudes for the causal relationships of an FCM, utilizing pairwise comparison techniques, has been presented [29].

Liu and Satur [30] investigated inference properties of FCMs and they proposed contextual FCMs introducing the object-oriented paradigm for decision support and they applied contextual FCMs to geographical information systems [31]. Miao and Liu proposed FCM as a robust and dynamic mechanism to represent the strength of the cause and the degree of the effect [32]. They stated that FCMs lack the temporal concept that is crucial in many applications, so that FCMs cannot effectively describe the dynamic nature of the cause. Miao et al. investigated the properties of the FCMs, in particular, dynamics, because causal inference systems by nature are dynamic systems with uncertainties and they introduced dynamic cognitive networks (DCNs), taking into account the three major causal inference factors, namely, the direction of the causal relationship, the strength of the cause, and the degrees of the effect, thus improving the capability of FCMs [33]. The DCN introduces a mechanism to quantify the description of concepts with the required precision. The arcs of DCNs are able to describe not only the causal relationship but also how it will make the effect and how long it takes for the effect to build up. Nevertheless, further research on learning paradigms and self-restructuring mechanisms in the DCN could have a significant impact on the development of intelligent systems and it could provide a flexible structure for effective causal inference in real-world applications [33].

Fuzzy cognitive networks (FCNs) [34] constitute an extension of the well-known FCMs [14] to be able to operate in continuous interaction with the physical system while at the same time to keep tracking the various operational equilibrium points met by the system. FCNs can model dynamical complex systems that change with time following non-linear laws. FCNs have been used to address the maximum power point trackers (MPPTs) in photovoltaic (PV) power systems by giving a good maximum power operation of any PV array under different conditions such as changing isolation and temperature [35]. Moreover, FCNs have been applied to control an anaerobic digestion process [36].
In bioengineering area, FCMs have been used for diagnosis and medical decision making. FCMs were used to model and analyze the radiotherapy process and they were successfully applied for decision making in radiation therapy planning systems [37]. FCMs have also been used to analyze the problem of specific language impairment diagnosis using several experts’ opinions and introducing competitive learning methods [38]. Competitive learning methods for FCMs were successfully applied for medical diagnosis problems because they ensure that only one diagnosis will come up. FCMs have been used to model the supervisor for decision support actions during the labor [39]. Furthermore, an augmentation of FCMs based on learning methods was proposed to assist grade diagnosis of urinary bladder tumors [40]. An advanced medical decision support system was developed based on supplementing FCMs with case-based reasoning techniques taking advantages of the most essential characteristics of both methodologies [41].

### 34.2 Background of Fuzzy Cognitive Maps

Kosko describes FCMs as fuzzy directional diagrams where feedback is permitted [42]. Like traditional causal concept maps, FCMs are consists of nodes which represent variable concepts. The links between the concepts are signed with + or − to represent the positive or negative relationship between nodes and fuzzy-logic-based approach describes the degree of causality. FCMs can be used to create and model dynamic systems based on a causal explanation of interrelationships among concepts.

An FCM consisted of \( n \) concepts is represented in an \( n \times n \) matrix. Generally, the causality between concepts is described by non-linear function \( e(C_i, C_j) \), which describes the degree to which \( C_i \) influences \( C_j \). The influence function takes values in the interval \([-1, 1]\).

See Table 34.1 for an example of a simple FCM matrix proposed by Kosko where weights take only bipolar values and Figure 34.1 illustrates a FCM with fuzzy weights.

Suppose that an FCM consists of \( n \) concepts. An \( 1 \times n \) matrix \( A \) represents the values of the \( n \) concepts and an \( n \times n \) matrix \( W \) represents the causality of the relationships. In the weight matrix the row \( i \) represents the causality between concept \( i \) and all other concepts in the map. Noone concept is assumed to cause itself; thus, the diagonal of the matrix is zeroed. Each element \( w_{ij} \) of the matrix \( W \) indicates

<table>
<thead>
<tr>
<th>Table 34.1</th>
<th>A simple FCM matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>To/From</strong></td>
<td><strong>Concept 1</strong></td>
</tr>
<tr>
<td>Concept 1</td>
<td>0</td>
</tr>
<tr>
<td>Concept 2</td>
<td>0</td>
</tr>
<tr>
<td>Concept 3</td>
<td>0</td>
</tr>
<tr>
<td>Concept 4</td>
<td>0</td>
</tr>
<tr>
<td>Concept 5</td>
<td>0</td>
</tr>
<tr>
<td>Concept 6</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 34.1 A simple FCM representation

The value of the weight \( w_{ij} \) between concept \( C_i \) and \( C_j \). Equation (1) can be transformed as follows to describe the FCM operation using a compact mathematical equation:

\[
A^{(k)} = f(A^{(k-1)} + A^{(k-1)}, W)
\]

where \( A^{(k)} \) is the column matrix with values of concepts at iteration step \( k \), and \( f \) is the threshold function.

The FCM model of any system takes the initial values of concepts based on measurements from the real system and it is free to interact. The interaction is also caused by the change in the value of one or more concepts.

This interaction continues until the model [43]:

- Reaches an equilibrium fixed point, with the output values stabilizing at fixed numerical values.
- Exhibits limit cycle behavior, where the concept values falling in a loop of numerical values.
- Exhibits a chaotic behavior, where concept values reach a variety of numerical values in a non-deterministic, random way.

Compared to expert systems, FCMs are relatively quicker and easier to acquire knowledge and experience, especially exploiting the human approaches that do not usually take decisions using precise mathematics but using linguistic variables. The FCMs construction methods utilize different knowledge sources with diverse knowledge and different degrees of expertise. These knowledge sources can all be combined into one augmented FCM [44, 45]. The main advantage of the FCM development method is that there is no restriction on the number of experts or on the number of concepts.

34.2.1 General Methodology for Developing FCMs

The development and construction methodology of FCM has great importance for its success in modeling. FCM represents the human knowledge on the operation of the system and experts develop FCMs using their experience and knowledge on the system. Experts know what the main factors that influence the system are and what the essential elements of the system model may be; they determine the number and kind of concepts that the FCM is consisted of. Construction methodologies rely on the exploitation of experts’ experience on system’s modeling and behavior. Expert has observed the main factors that influence the behavior of the system; each one of these factors is represented by a concept at the FCM model. Experts, according to their experience, determine the concepts of FCM that may stand for events, actions, goals, values, and trends of the system. Moreover experts know which elements of the system influence other elements; for the corresponding concepts they determine the negative or positive effect of one concept on the others, with a fuzzy degree of causation. Causality is the key in representing human
cognition and the human way in reaching a decision. In this way, an expert decodes his own knowledge on the behavioral model of the system and transforms this knowledge in a weighted graph, the FCM [46].

Interconnections among concepts express the cause-and-effect relationship that exists between two concepts; this relationship can be direct or indirect. Interconnections describe the influence that has the variation on the value of one concept in the value of the interconnected concept. This causal relationship is characterized with vagueness, because of its nature, as it represents the influence of one qualitative factor on another one and is determined using linguistic variables. The following definitions describe the procedure of determining the cause-and-effect relationship between concepts.

**Definition 1. Direction of correlation between two concepts.**
The causal relationship between two concepts can have the following directions:
Concept $C_i$ influence concept $C_j$ and there is a connection between $i \rightarrow j$, so $\delta_{ij} = 1$. Either there is a connection with the reverse direction $j \rightarrow i$ when concept $C_j$ influences concept $C_i$ and so $\delta_{ji} = 1$, or there is no connection between these two concepts:

$$i, j = \begin{cases} \delta_{ij} = 1 \\ \delta_{ji} = 1 \\ 0 \end{cases}.$$ 

**Definition 2. Sign of correlation between two concepts.**
Correlation between two concepts can be positive or negative:

(i) $W_{ij} > 0$, which means that when value of concept $C_i$ increases, the value of concept $C_j$ increases, and when value of concept $C_j$ decreases, the value of concept $C_i$ decreases.
(ii) $W_{ij} < 0$, which means that when value of concept $C_i$ increases, the value of concept $C_j$ decreases, and when value of concept $C_j$ decreases, the value of concept $C_i$ increases.

**Definition 3. Degree of correlation between two concepts.**
The value of the weight for the interconnection $w_{ij}$ between concept $C_i$ and concept $C_j$ expresses the degree of correlation of the value of one concept on the calculation of the value of the interconnected concept. Linguistic variables are used to describe the strength of influence from one concept to another and the crisp transformation of linguistic values of weights $w_{ij}$ belongs to the interval $[-1, 1]$.

Different methodologies have been proposed to develop FCMs and extract knowledge from experts [47, 48]. Experts are asked to describe the causality among concepts and the influence of one concept to another, using linguistic notions. At first step experts use Definition 1 to describe the direction of causality between two concepts, and then they determine the kind of the relationship using Definition 2. Then they describe the degree of the causal relationship between two concepts according to Definition 3 using the linguistic variable Influence and the grade of influence is described with a linguistic variable such as ‘strong,’ ‘weak,’ and etc.

Influence of one concept on another is interpreted as a linguistic variable taking values in the universe $U = [-1, 1]$ and its term set $\mathcal{T}(\text{influence})$ is proposed to be

$$\mathcal{T}(\text{influence}) = \{\text{negatively very strong, negatively strong, negatively medium, negatively weak, zero, positively weak, positively medium, positively strong, positively very strong}\}.$$ 

The semantic rule $M$ is defined as follows and these terms are characterized by the fuzzy sets whose membership functions are shown in Figure 34.2. $M(\text{negatively very strong}) = \text{the fuzzy set for ‘an influence below } -75\% \text{’ with membership function } \mu_{\text{nsv}}$.

- $M(\text{negatively very strong}) = \text{the fuzzy set for ‘an influence more than } -75\% \text{’ with membership function } \mu_{\text{nuv}}$.
The nine membership functions corresponding to each one of the nine linguistic variables

- \( M(\text{negatively strong}) = \) the fuzzy set for ‘an influence close to \(-75\%\)’ with membership function \( \mu_{ns} \)
- \( M(\text{negatively medium}) = \) the fuzzy set for ‘an influence close to \(-50\%\)’ with membership function \( \mu_{nm} \)
- \( M(\text{negatively weak}) = \) the fuzzy set for ‘an influence close to \(-25\%\)’ with membership function \( \mu_{nw} \)
- \( M(\text{zero}) = \) the fuzzy set for ‘an influence close to \(0\)’ with membership function \( \mu_{z} \)
- \( M(\text{positively weak}) = \) the fuzzy set for ‘an influence close to \(25\%\)’ with membership function \( \mu_{pw} \)
- \( M(\text{positively medium}) = \) the fuzzy set for ‘an influence close to \(50\%\)’ with membership function \( \mu_{pm} \)
- \( M(\text{positively strong}) = \) the fuzzy set for ‘an influence close to \(75\%\)’ with membership function \( \mu_{ps} \)
- \( M(\text{positively very strong}) = \) the fuzzy set for ‘an influence above \(75\%\)’ with membership function \( \mu_{psv} \)

The values of variable Influence belong to a set of nine members that can describe sufficiently the relationship between two concepts. This nine-member set is in correspondence with the human matter describing the causal relationship among concepts. The set of values of the linguistic variable Influence could be consisted by a great number but in this case the description of relationships would be very detailed. And an expert could not describe the relationship as ‘very very much strong influence’ and discern this relationship to the ‘very much strong influence.’ On the other hand the definition of the grades of influence must be quite detailed and not to have a few members, e.g., three members describing the influence with only three statements as weak, medium, and strong.

A group of experts develop the FCM. For each interconnection of the FCM, every expert assigns a linguistic variable that describes the influence from one concept to the other. For each interconnection the \( M \) experts assign \( M \) linguistic variables and so a set of \( M \) linguistic variables describe each interconnection. The \( M \) linguistic variables are combined using the fuzzy logic method of minimax and so an overall linguistic weight is produced which represents the strength of this interconnection, which is then transformed in numeric value using the defuzzification method of center of area [15]. The overall linguistic variable is transformed in the interval \([-1, 1]\). The same procedure is applied to all the interconnections among the \( N \) concepts of the FCM [47].

The main advantage of this methodology is that experts are asked to describe the grade of causality among concepts using linguistic variables and they do not have to assign numerical causality weights [48]. Thus, an initial weight matrix

\[
W_{\text{initial}} = \begin{bmatrix}
    w_{11} & w_{12} & \cdots & w_{1N} \\
    w_{21} & w_{22} & \cdots & w_{2N} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{N1} & w_{N2} & \cdots & w_{NN}
\end{bmatrix}
\]
with \( w_{ij} = 0 \), \( i = 1, \ldots, N \) is obtained. Using the initial concept values, \( A_i \), and the matrix \( W^{\text{initial}} \), the FCM interacts through the application of the rule of equation (1).

The potential convergence to undesired steady states is a major deficiency of FCMs. Thus, new techniques are proposed that could further refine the experts’ knowledge and significantly enhance their performance. Learning algorithms are used to increase the efficiency and robustness of FCMs by updating the weight matrix so as to avoid convergence to undesired steady states.

### 34.3 Learning Methods for FCMs

The methodology of developing FCMs mainly relies on human expert experience and knowledge. The external intervention (typically from experts) for the determination of FCM parameters, the recalculation of the weights, and causal relationships every time a new strategy is adopted, as well as the potential convergence to undesired regions for concept values were significant FCM deficiencies. It is necessary to overcome these deficiencies so that to improve efficiency and robustness of FCM. Weight adaptation methods are very promising as they can alleviate these problems by allowing the creation of less error-prone FCMs where causal links are adjusted through a learning process.

Experts are involved in the construction of FCM by determining concepts and causality among them. This approach may yield to a distorted model, because experts may not consider the most appropriate factors and may assign inappropriate causality weights among FCM concepts. A better conductance of FCMs is obtained by combining them with approaches based on neural network characteristics and integrating their advantages. Specifically, neural learning techniques can be used to train the FCM and modify the most appropriate weights of interconnections among concepts. The result is a hybrid neurofuzzy system. Learning methods have been proposed for FCM training, where the gradient for each weight is calculated by the application of general rules:

\[
\quad w'_{ij} = g(w_{ij}, A_i, A_j, A'_i, A'_j) \tag{2}
\]

Learning rules can fine-tune FCM cause-and-effect relationships, meaning adjusting the interconnections between concepts, as if they were synapses in a neural network.

Kosko [12] mentioned for first time that adaptation and learning methodologies based on unsupervised Hebbian-type rules can be used to adapt the FCM model and adjust its weights. He proposed the differential Hebbian learning (DHL), as a suitable unsupervised learning technique, to train FCM, but without any mathematical formulation or and implementation in any problem [14, 20]. DHL method is based on the law expressed in the equation (3), which correlates changes between causal concepts:

\[
\quad w_{ij} = -w_{ij} + \Delta C_i \Delta C_j, \tag{3}
\]

where \( w_{ij} \) is the change of weight between concept \( i \)th and \( j \)th and where \( w_{ij} \) is the current value of this weight and \( \Delta C_i \Delta C_j \) are changes in concepts \( i \)th and \( j \)th values, respectively.

The learning process iteratively updates the values of all weights at the FCM graph. Considering that value, \( \Delta C_j \) is defined as the difference of \( i \)th concept values in two successive steps, which ranges between \(-1\) and \(1\). The values of \( C_i \) and \( C_j \) concepts increase or decrease at the same direction only when \( \Delta C_i \Delta C_j > 0 \). If \( \Delta C_i \Delta C_j = 0 \), then one of the concept values decreases when the other one increases. In general, the weights of outgoing edges for a given concept node are modified when the corresponding concept value changes. The weights are updated according to the following formula:

\[
\quad w_{ij}(t + 1) = \begin{cases} 
  w_{ij}(t) + c_i[\Delta C_i \Delta C_j - w_{ij}(t)], & \Delta C_i \neq 0 \\
  w_{ij}(t), & \Delta C_i = 0
\end{cases}, \tag{4}
\]

where \( w_{ij} \) denotes the weight of the edge between concepts \( C_i \) and \( C_j \), \( \Delta C_i \) represent the change in the \( C_i \) concept’s value, \( t \) is the iteration number, and \( c_i \) is a decreasing learning coefficient; e.g.,

\[
\quad c_i = 0.1 \left[ 1 - \frac{t}{1.1N} \right], \tag{5}
\]
where $t$ is the current iteration number and the parameter $N$ should be chosen to ensure that the learning coefficient $c$ never becomes negative.

Huerga proposed an extension of DHL algorithm by introducing new rules to update edge values [49]. This algorithm was called balanced differential learning algorithm (BDLA). It eliminates the limitation of the initial DHL method where weight adaptation for an edge connecting two concepts (nodes) is dependent only on the values of these two concepts. But in BDLA, weights are updated taking into account all the concept values that change at the same time. This means that the formula for calculating $w_j(t + 1)$ takes into consideration not only changes $ΔC_i$ and $ΔC_j$, but changes in all the other concepts if they occur at the same iteration and in the same direction. The BDLA algorithm was applied to adjust the structure of FCM models, which use bivalent transformation function, based on a historical data consisting of a sequence of state vectors. The goal of BDLA was to develop FCM, which would be able to generate identical sequence of state vectors given the same initial state vector. BDLA was improved in comparison to DHL method [49, 50], but both learning methods were applied only to FCMs with binary concept values, which significantly restricts their application areas. Another similar approach was the adaptive random FCMs based on the theoretical aspects of random neural networks [51].

The initial FCM model proposed by Kosko has two limitations. First, the model cannot describe many-to-one (or -many) causal relations. Second, the recall model gets trapped within limit cycles and is therefore not applicable in real-time decision-making problems. Konar and Chakraborty have proposed an extension of Kosko's model that can represent many-to-one (or -many) causal relations by using Petri nets. The proposed recall model was free from limit cyclic behavior. Other researchers selected fuzzy Petri nets (FPNs) [52, 53] to model FCMs due to the fact that FPNs support the necessary many-to-one (or -many) causal relations and have already proved themselves useful as an important reasoning [54, 55] and learning tool [56]. This unsupervised learning and reasoning process is realized with the adaptation of weights in an FPN using a different form of Hebbian learning. This proposed model converges to stable points in both encoding and recalls phases.

Moreover, a novel scheme of supervised learning on a fuzzy Petri net has been proposed in [57], providing semantic justification of the hidden layers and being capable of approximate reasoning and learning from noisy training instances. The algorithm for training a feedforward fuzzy Petri net and the analysis of its convergence have been successfully applied in object recognition from two-dimensional geometric views.

A different learning objective for FCM was presented by Khan and Chong in 2003 [58]. Instead of training the structure of FCM model, their approach was to find the initial state vector (initial conditions) that leads to a given model to the desired fixed-point attractor or limit cycle.

Most of the existing learning approaches for weight updating do not take into account the feedback of the real system. A weight updating method for FCMs based on system feedback has been proposed by Boutalis et al. [34]. This method supposed that FCM reaches its equilibrium point using direct feedback from the node values of the real system and the learning limitations are imposed by the reference nodes. Moreover, the updating procedure of the method is enhanced using information on previous equilibrium points of the system operation. This is achieved by storing knowledge from already encountered operational situations into some fuzzy if-then rules.

Furthermore, two novel Hebbian-based approaches for FCM training, the active Hebbian learning (AHL) and the non-linear Hebbian learning (NHL) algorithms [59, 60], were proposed. The AHL algorithm takes into consideration the experts’ knowledge and experience for the initial values of the weights, which are derived from the summation of experts’ opinions. AHL algorithm supposes that there is a sequence of activation concepts, which is depending on the specific problem’s configuration and characteristics. A seven-step AHL procedure is proposed to adjust the FCM weights. Mathematical formulation, implementation, and analysis of AHL supported by examples can be found in [59].

The core of the second approach, the NHL algorithm, is a non-linear extension to the fundamental Hebbian rule [61]. The main idea behind NHL is to update only those weights that experts determined, i.e., the non-zero weights. Weight values of FCM are updated synchronously, and yet they have fixed signs for the entire learning process. As a result, the NHL algorithm retains the structure of the obtaining model, which is enforced by the expert(s), but at the same time it requires human intervention before starting the learning process.
Moreover, evolutionary computation-based methods have been proposed for learning FCM causal weights by training the connection matrix of input data and thus eliminating expert involvement during development of the model. In Section 34.5, it is presented the evolutionary learning algorithms for FCMs proposed till today and referred in the corresponding literature.

### 34.4 Unsupervised Learning Algorithms for FCMs

#### 34.4.1 The Active Hebbian Learning Algorithm

AHL algorithm has been introduced recently [59]. The novelty of this algorithm is based on supposing sequence of influence from one concept to another; in this way the interaction cycle is dividing in steps. During the FCM developing phase, experts are asked to determine the sequence of activation concepts, the activation steps, and the activation cycle. At every activation step, one (or more) concept(s) becomes activated concept(s), triggering the other interconnecting concepts, and in turn, at the next simulation step, may become activation concept. When all the concepts have become activated concepts, the simulation cycle has closed and a new one starts until the system converges in an equilibrium region.

In addition to the determination of sequence of activation concepts; experts select a limited number of concepts as outputs for each specific problem which are defined as the activation decision concepts (ADCs). These concepts are in the center of interest; they stand for the main factors and characteristics of the system, known as outputs and their values represent the final state of the system.

Suppose that there is the FCM shown on Figure 34.3, where experts determined the following activation sequence: \( C_1 \rightarrow C_2, C_j \rightarrow C_i \rightarrow C_m \rightarrow C_n \). At second step of the cycle, according to the activation sequence concept \( C_j \) is the triggering concept that influences concept \( C_i \), as shown in Figure 34.3. This concept \( C_j \) is declared the activation concept, with the value \( A_{jk}^{act} \) that triggers the interconnected corresponding concept \( C_i \), which is the activated concept. At the next iteration step, concept \( C_j \) influences the other interconnected concepts \( C_m \) and so forth. This learning algorithm has asynchronous stimulation mode which means that when concept \( C_j \) is the activation concept that triggers \( C_i \), the corresponding weight \( w_{ji} \) of the causal interconnection is updated and the modified weight \( w_{ji}^{(k)} \) is derived for each iteration step \( k \).

Figure 34.3 is an instance of the FCM model during the activation sequence. The FCM model consists of \( n \) nodes and at the second activation step, the activation concept \( C_j \) influences the activated concept \( C_i \). The following parameters are depicted in Figure 34.3:

- \( C_j \) is the \( i \)th concept with value \( A_j, 1 \leq i \leq n \).
- \( w_{ji} \) is the weight describing the influence from \( C_j \) to \( C_i \).

![Figure 34.3](image.png) 

**Figure 34.3** The activation weight-learning process for FCMs
\( A_{i}^{act}(k) \) is the activation value of concept \( C_i \), which is triggering the interconnected concept \( C_j \).

\( \gamma \) is the weight decay parameter.

\( \eta \) is the learning rate parameter, depending on simulation cycle \( c \).

\( A_i(k) \) is the value of activated concept \( C_i \), at iteration step \( k \).

The value \( A_i(k+1) \) of the activated concept \( C_i \), at iteration step \( k+1 \), is calculated, computing the influence from the activation concepts with values \( A_{i}^{act} \) to the specific concept \( C_i \) due to modified weights \( w_{ji}(k) \) at iteration step \( k \), through the equation

\[
A_i(k+1) = f(A_i(k) + \sum_{j \neq i} A_{j}^{act}(k) \cdot w_{ji}(k)),
\]

where \( A_i \) are the values of concepts \( C_i \) that influence the concept \( C_i \), and \( w_{ji}(k) \) are the corresponding weights that describe the influence from \( C_j \) to \( C_i \).

For example, in Figure 44.3, \( I \) takes values 1, 2, and \( j \), and \( A_1, A_2, \) and \( A_j \) are the values of concepts \( C_1, C_2, \) and \( C_j \) that influence \( C_i \). Thus, the value \( A_i \) of the concept, after triggering at step \( k+1 \), is calculated:

\[
A_i(k+1) = f(A_i(k) + A_1^{act}(k) \cdot w_{i1}(k) + A_2^{act}(k) \cdot w_{i2}(k) + A_j^{act}(k) \cdot w_{ji}(k)).
\]

The AHL algorithm relates the values of concepts and values of weights to the FCM model. We introduced a mathematical formalism for incorporating the learning rule, with the learning parameters and the introduction of the sequence of activation [59].

The proposed rule has the general mathematical form:

\[
w_{ji}(k) = (1 - \gamma) \cdot w_{ji}(k-1) + \eta \cdot A_{j}^{act}(k-1) \cdot A_i(k-1),
\]

where the coefficients \( \eta \) and \( \gamma \) are positive learning factors called learning parameters.

In order to prevent indefinite growing of weight values, we suggest normalization of weight at value 1, \( \|W\| = 1 \), at each step update:

\[
w_{ji}(k) = \left( \frac{(1 - \gamma) \cdot w_{ji}(k-1) + \eta \cdot A_{j}^{act}(k-1) \cdot A_i(k-1)}{\sum_{j \neq i} (1 - \gamma) \cdot w_{ji}(k-1) + \eta \cdot A_{j}^{act}(k-1) \cdot A_i(k-1))} \right)^{1/2},
\]

where the addition in the denominator covers all of the interconnections from the activation concepts \( C_j \) to the activated concepts \( C_i \).

For low learning rates of parameters \( \eta, \gamma \), equation (8) can – without any loss of precision – be simplified to

\[
w_{ji}(k) = (1 - \gamma) \cdot w_{ji}(k-1) + \eta \cdot A_{j}^{act}(k-1) \cdot [A_i(k-1) - w_{ji}(k-1) \cdot (A_{j}^{act}(k-1))].
\]

The equation (1) that calculates the value of each concept of FCM takes the form of equation (6), where the value of weight \( w_{ji}(k) \) is calculated using equation (10).

The learning parameters \( \eta \) and \( \gamma \) are positive scalar factors. The learning rate parameter \( \eta \) is exponentially attenuated with the number of activation-simulation cycles \( c \) so that the trained FCM converges fast. Thus, \( \eta^{(c)} \) is selected to be decreased where the rate of decrease depends on the speed of convergence to the optimum solution and on the updating mode. Thus, the following equation is proposed:

\[
\eta^{(c)} = b_1 \cdot \exp(-\lambda_1 \cdot c)
\]

Depending on the problem’s constraints and the characteristics of each specific case, the parameters \( b_1 \) and \( \lambda_1 \) may take values within the following bounds: \( 0.01 < b_1 < 0.09 \) and \( 0.1 < \lambda_1 < 1 \), which are determined using experimental trial and error method for fast convergence.
The parameter $\gamma$ is the weight decay coefficient which is decreasing following the number of activation cycles $c$. The parameter $\gamma$ is selected for each specific problem to ensure that the learning process converges in a desired steady state. When the parameter $\gamma$ is selected as a decreasing function at each activation cycle $c$, the following form is proposed:

$$\gamma^{(c)} = b_2 \cdot \exp(-\lambda_2 \cdot c),$$

(12)

where $b_2$ and $\lambda_2$ are positive constants determined by a trial-and-error experimental process. These values influence the rate of convergence to the desired region and the termination of the algorithm.

In addition, for the AHL algorithm, two criteria functions have been proposed [59]. The first one is the criterion function $J$ which examines the desired values of outputs concepts, which are the values of activation concepts we are interested in.

The criterion function $J$ has been suggested as

$$J = \left( \sum_{j=1}^{m} \left( [ADC_j - A_j^{\text{min}}]^2 + [ADC_j - A_j^{\text{max}}]^2 \right) \right)^{-1/2},$$

(13)

where $A_j^{\text{min}}$ is the minimum target value of concept $ADC_j$ and $A_j^{\text{max}}$ is the corresponding maximum target value of $ADC_j$. At the end of each cycle, the value of $J$ calculates the Euclidean distance of $ADC_j$ value from the minimum and maximum target values of the desired $ADC_j$ respectively. The minimization of the criterion function $J$ is the ultimate goal, according to which we update the weights and determine the learning process.

One more criterion for this learning algorithm of FCMs has been proposed. This second criterion is determined by the variation of the subsequent values of $ADC_j$ concept, for simulation cycle $c$, yielding value $\varepsilon$, which has to be minimum and takes the form

$$\left| ADC_j^{(c+1)} - ADC_j^{(c)} \right| < \varepsilon,$$

(14)

where $ADC_j$ is the value of $j$th concept.

The term $\varepsilon$ is a tolerance level keeping the variation of values of ADC(s) as low as possible and it is proposed to be equal to $\varepsilon = 0.001$, satisfying the termination of iterative process.

Thus, for training FCM using the asynchronous AHL algorithm two criteria functions have been proposed. The first one is the minimization of the criterion function $J$ and the second one is minimization of the variation of the two subsequent values of ADCs, represented in equations (13) and (14), respectively, in order to determine and terminate the iterative process of the learning algorithm.

The proposed algorithm is based on defining a sequence of concepts that means distinction of FCM concepts as inputs, intermediates, and outputs; this distinction depends on the modeled system and the focus of experts. During the training phase a limited number of concepts are selecting as outputs (those we want to estimate their values). The expert’s intervention is the only way to address this definition. This learning algorithm extracts the valuable knowledge and experience of experts and can increase the operation of FCMs and implementation in real case problems just by analyzing existing data, information, and experts’ knowledge about the given systems.

The training process implementing the AHL into an n-concept FCM is described analytically in [59]. The schematic representation of this training process is given in Figure 34.4. This learning algorithm drives the system to converge in a desired region of concepts values within the accepted-desired bounds for ADCs concepts.

### 34.4.2 Non-Linear Hebbian Learning Algorithm for FCMs

The second proposed unsupervised algorithm for training FCMs is based on the non-linear Hebbian-type learning rule for ANNs learning [62–64]. This unsupervised learning rule has been modified and adapted for the FCM case, introducing the NHL algorithm for FCMs.
The NHL algorithm is based on the premise that all the concepts in the FCM model are synchronously triggering at each iteration step and change their values synchronously. During this triggering process all weights $w_{ji}$ of the causal interconnections of the concepts are updated and the modified weight $w_{ji}^{(k)}$ are derived for iteration step $k$.

The value $A_i^{(k+1)}$ of concept $c_i$ at iteration step $k + 1$ is calculated, computing the influence of interconnected concepts with values $A_j$ to the specific concept $C_j$ due to modified weights $w_{ji}^{(k)}$ at iteration step $k$, through the following equation:

$$A_i^{(k+1)} = f \left( A_i^{(k)} + \sum_{j=1}^{N} A_j^{(k)} \cdot w_{ji}^{(k)} \right). \tag{15}$$

Taking the advantage of the general non-linear Hebbian-type learning rule for neural networks [64–66], we introduce the mathematical formalism incorporating this learning rule for FCMs. This algorithm relates the values of concepts and values of weights in the FCM model, and it takes the general mathematical form

$$\Delta w_{ji} = \eta A_i^{(k-1)} \left( A_j^{(k-1)} - w_{ji}^{(k-1)} A_i^{(k-1)} \right), \tag{16}$$

where the coefficient $\eta$ is a very small positive scalar factor called learning parameter, which is determined using experimental trial-and-error method in order to optimize the final solution.
Equation (16) is modified and adjusted for FCMs and the following form of the non-linear weight-learning rule for FCMs is proposed:

\[ w_{ij}^{(k)} = \gamma \cdot w_{ij}^{(k-1)} + \eta A_j^{(k-1)} \left( A_j^{(k-1)} - \text{sgn} \left( w_{ij}^{(k-1)} \right) u_{ji}^{(k-1)} \right), \] (17)

where the \( \gamma \) is the weight decay learning coefficient.

The value of each concept of FCM is updated through the equation (15), where the value of weight \( w_{ij}^{(k)} \) is calculated using equation (17).

Indeed, when experts develop an FCM, they usually propose a quite spare weight matrix \( W \). Using the NHL algorithm the initially non-zero weights are updating synchronously at each iteration step through the equation (17), until the termination of the algorithm. The NHL algorithm does not assign new interconnections and all the zero weights do not change value. When the algorithm termination conditions are met, the final weight matrix \( W_{\text{NHL}} \) is derived.

Implementation of NHL algorithm requires determination of upper and lower bounds for the learning parameter \( \eta \); using trial-and-error experiments the values of learning rate parameter \( \eta \) were determined to belong in \( 0 < \eta < 0.1 \). For any specific case-study problem, a constant value for \( \eta \) is calculated [67].

### 34.4.2.1 Two Termination Conditions

During the FCM development stage, experts define the desired output concepts (DOCs). These concepts stand for the main characteristics and outputs of the system that we want to estimate their values, which reflect the overall state of the system. The distinction of FCM concepts as inputs and outputs is determined by the group of experts for each specific problem. Experts select the output concepts and they consider the rest as initial stimulators or interior concepts of the system. The proposed learning algorithm extracts hidden and valuable knowledge of experts and it can increase the effectiveness of FCMs and their implementation for real problems.

Two complementary termination conditions of the NHL process have been proposed: the first termination condition is the minimization of the following cost function \( F_1 \):

\[ F_1 = \sqrt{\left\| \text{DOC}_j^{(k)} - T_j \right\|^2}, \] (18)

where \( T_j \) is the mean target value of the concept \( \text{DOC}_j \). At each step, the value of \( F_1 \) calculates the square of the Euclidean distance of actual \( \text{DOC}_j \) value and mean target value \( T_j \) of the \( \text{DOC}_j \) values.

Let us assume that we want to calculate the cost function \( F_1 \) of concept \( C_j \). It is required that \( \text{DOC}_j \) take values in the range \( \text{DOC}_j = [T_j^{\text{min}}, T_j^{\text{max}}] \). Then the target value \( T_j \) of the concept \( C_j \) is determined as

\[ T_j = \frac{T_j^{\text{min}} + T_j^{\text{max}}}{2}. \] (19)

If we consider the case of an FCM model, where there are \( m \) DOCs, then for the calculation of \( F_1 \), we take the sum of the square differences between the \( m \) DOC values and the \( m \) Ts mean values of DOCs, and the equation (19) takes the following form:

\[ F_1 = \sqrt{\frac{\sum_{j=1}^{m} (\text{DOC}_j^{(k)} - T_j)^2}{m}}. \] (20)

The objective of the training process is to find the set of weights that minimize function \( F_1 \).

In addition to the previous statements, one more criterion for the NHL has been introduced so as to terminate the algorithm after a limited number of steps. This second criterion is based on the variation of the subsequent values of \( \text{DOC}_j \) concepts, for iteration step \( k \), yielding a very small value \( \epsilon \),
Algorithm: “Nonlinear Hebbian Learning”

Step 1: Read input concept state \( A^0 \) and initial weight matrix \( W^0 \).

Step 2: For iteration step \( k \).

Step 3: Update the weights:

\[
 w_j^{(k)} = w_j^{(k-1)} + \eta A_j^{(k-1)} (A_j^{(k-1)} - \text{sgn}(w_j^{(k-1)} A_j^{(k-1)}))
\]

Step 4: Calculate \( A_j^{(k)} \) according to the eq. (13)

Step 5: Calculate the two termination functions

Step 6: Until both the termination conditions are met, go to step 2

Step 7: Return the final weights \( W_{\text{fin}} \).

Figure 34.5 NHL algorithm for FCMs

taking the form

\[
 F_2 = \left| \text{DOC}^{(k+1)}_j - \text{DOC}^{(k)}_j \right| \quad 0.002, \tag{21}
\]

where \( \text{DOC}^{(k)}_j \) is the value of \( j \)th concept at iteration step \( k \).

The constant value \( \epsilon = 0.002 \) has been proposed after a large number of simulations for different FCM cases. When the variation of two subsequent values of \( \text{DOC}_j \) is less than this number, it is pointless for the system operation to continue the training process.

When both terminations functions \( F_1 \) and \( F_2 \) are satisfied, the learning algorithm terminates and the desired equilibrium region for the DOCs is reached.

A generic description of the proposed NHL algorithm for FCMs is given in Figure 34.5 and the flowchart in Figure 34.6 describes the NHL-based algorithmic procedure.

### 34.5 Enhancing FCMs Using Evolutionary Computation Techniques

Evolutionary computation (EC) has become a standard term to indicate problem-solving techniques, which use design principles inspired from models and the natural evolution of species. Historically, there are three main algorithmic developments within the field of EC: evolution strategies [68, 69], evolutionary programming [70], and genetic algorithms [71, 72]. Common on these approaches is that they are population-based algorithms, which use operators inspired by population genetics to explore the search space. (The most typical genetic operators are reproduction, mutation, and recombination.) Each individual in the algorithm represents directly or indirectly (through a decoding scheme) a solution to the problem under consideration. The reproduction operator refers to the process of selecting the individuals that will survive and be part of the next generation. This operator typically uses a bias toward good-quality individuals: the better the objective function value of an individual, the higher the probability that the individual will be selected and therefore it will be part of the next generation. The recombination operator (often also called crossover) combines parts of two or more individuals and generates new individuals, also called offspring. The mutation operator is a unary operator that introduces random modifications to one individual.

Differences among the different EC algorithms concern the particular representation chosen for the individuals and the way genetic operators are implemented [68, 69, 71, 73]. For example, genetic algorithms typically use binary or discrete-valued variables to represent information in individuals and
they favor the use of recombination, while evolution strategies and evolutionary programming often use continuous variables and put more emphasis on the mutation operator [72, 74, 75].

Koulouriotis et al. [76] were the first who applied evolution strategies for learning FCMs. Their technique was exactly the same used in neural networks training. In this case, the learning process is based on a collection of input/output pairs, which are called examples. Particular values of inputs and outputs depend on the designer’s choice. Inputs are defined as the initial state vector values, whereas outputs are the final state vector values, i.e., values of state vector when the FCM simulation terminates. One of its main drawbacks is that it does not take into consideration the initial structure and experts’ knowledge for the FCM model, but uses data sets determining input and output patterns in order to define the cause-and-effect relationships which satisfy the fitness function. Another main drawback is the need for multiple state vector sequences (input/output pairs), which might be difficult to obtain for many real-life problems. The calculated weights appear as large deviations from the actual FCM weights.

Recently, two different approaches based on the application of genetic algorithms for learning FCM connection matrix have been proposed. The first approach involving genetic algorithms performs a goal-oriented analysis of FCM [77]. This learning method did not aim to compute the weight matrix, but to find the initial state vector, which leads a predefined FCM (with a fixed weight matrix) to converge to a given fixed-point attractor or limit cycle solution. They viewed the problem of the FCM backward inference as one of optimization and applied a genetic algorithm-based strategy to search for the optimal stimulus state.

The second, more powerful, genetic algorithm-based approach has been proposed to develop FCM connection matrix which is based on historical data, consisting of a sequence of state vectors. It uses a real-coded genetic algorithm (RCGA) which allows eliminating expert involvement during development of the model and learns the connection matrix for an FCM that uses continues transformation function.
which is a more general problem than the one considered in [78, 79]. The RCGA learning method is fully automated. Based on historical data given as time series (called input data) it establishes the FCM model (called candidate FCM), which is able to mimic the data. This approach is very flexible in terms of input data: it can use either one time series or multiple sets of concepts values over successive iterations. The central part of this method is the real-coded genetic algorithm, which is a floating-point extension to genetic algorithm [72]. The RCGA learning approach was intensively tested and experiments proved its effectiveness and high quality [79]. The analysis of RCGA learning ability is depending on the available size of historical data. Increasing the size of input data improves the accuracy of learning and on the other hand insufficient size of input data may result in poor quality of learning. In the latter case multiple different models that mimic input data of small size can be generated, and most of them fail to provide accurate results for experiments with new initial conditions, which were unseen during learning process [80]. The main advantage of this method is the absence of human intervention but the RCGA method needs investigation in terms of its convergence and more investigation to associate the GA parameters with the characteristics of a given experimental data set.

Another novel FCM learning procedure has been suggested by Parsopoulos et al. [81, 82] based on particle swarm optimization (PSO), which is a stochastic, population-based optimization algorithm. PSO belongs to the class of swarm intelligence algorithms [83], exploiting a population, called a swarm, of individuals, called particles, to probe the search space. Each particle moves with an adaptable velocity within the search space and retains a memory of the best position it ever encountered. The best position ever attained by all individuals of the swarm is communicated to all the particles in the case of global variant of PSO [84–87]. The PSO-based learning algorithm utilizes historical data consisting of a sequence of state vectors that leads to a desired fixed-point attractor state. It provides a search procedure, which optimizes a problem-dependent fitness function $f(.)$, by maintaining and evolving a swarm of candidate solutions. The individual of the swarm yielding the best fitness value throughout all generations, so that to give the optimal solution. Using the PSO method, a number of appropriate weight matrices can be derived leading the system to desired convergence regions. This approach is very fast and efficient to calculate the optimum cause-and-effect relationships of the FCM model and to overcome the main drawback of the FCM, which is the recalculation of the weights every time a new real case is adopted. This training method was successfully applied to an industrial control problem [82].

The detection of an appropriate weight matrix that leads the FCM to a steady state at which the output concepts lie in their corresponding bounds, while the weights retain their physical meaning, is the main aspect of this learning process. This aspect is attained by imposing constraints on the potential values assumed by weights. To succeed that, an objective function $F$ was considered, which is non-differentiable (described in [81]) to calculate the desired values of output concepts by producing the appropriate weight matrix of the system. The PSO approach is used for the minimization of the objective function, due to the non-differentiability of $F$, and the global minimizers of the objective function are weight matrices that lead the FCM to a desired steady state. Generally, a plethora of weight matrices are produced through the PSO algorithm that lead the FCM to convergence to the desired regions. It is quite natural to obtain such suboptimal matrices that differ in subsequent experiments because PSO is a stochastic algorithm. All these matrices are proper for the FCM design and follow the constraints of the problem, though each matrix may have different physical meaning for the system.

Statistical analysis of the obtained weight matrices may help in the better understanding of the system’s dynamics as it is implied by the weights, as well as in the selection of the most appropriate suboptimal matrix. The aforementioned procedure uses only primitive information from the experts. Nevertheless, any information available a priori may be incorporated to enhance the procedure, either by modifying the objective function in order to exploit the available information or by imposing further constraints on the weights. The proposed approach has proved to be very efficient in practice and its operation is illustrated on two different application areas in industry and medicine [81, 82].

### 34.6 Conclusion

FCMs are a conceptual modeling technique, consisted of concepts, the information entities, which interact following the causal relationships among the granular entities. FCMs take advantage of theories
and approaches derived from discipline areas. FCMs synergistically utilize these theories of fuzzy sets, neurocomputing, evolutionary computing, and naturally inspired computing. FCMs representing good knowledge on a given system or process and accompanying them with computational intelligence techniques can contribute toward the establishment of FCMs as a robust technique.

One of the criticisms directed to FCMs is that they require human experts to come up with fuzzy causal relationship values, which may sometimes be inaccurate. Learning techniques can alleviate this problem by allowing the creation of less error-prone simple FCMs with causal links, which are then fuzzified through an adaptive learning process. The applicability of the proposed weight adaptation methodologies to real-world industrial problems has been successfully applied [88].

This chapter discussed the main aspects of FCMs representation, development, and then the learning approaches for FCMs. It presents their origin, the background, and the research efforts and contributions till today. Much research effort has been put on the utilization of neurocomputing methods, such as Hebbian learning algorithms for training FCMs and so developing augmented FCMs.

The most important characteristics of FCM model, which make it to differ from other knowledge-based models, is its interpretability, transparency, and efficiency in modeling and operation behavior of complex systems.

The main features of FCM model are summarized in the following:

- Representation of human knowledge on the modeling and operation behavior
- Exploitation of human’s operator experience
- Selection of different factors of system
- Relations among different parts of system
- Symbolic representation of system’s behavior
- Human-like reasoning
- Qualities for planning, decision making, and failure detection

All these qualities of FCMs make them suitable and applicable for modeling complex systems with many real applications.
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