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Abstract—The objective of this study is the investigation of 
a novel feature selection method based on the implementation 
of the binary Particle Swarm Algorithm and its application to 
the demanding problem of the classification of Fetal Heart 
Rate signals during the intrapartum period. The results are 
promising paving the way for more research towards the im-
provement of the proposed algorithm.  

Keywords—binary Particle Swarm Optimization, Fetal Heart 
Rate, K-nn, Support Vector Machines.  

I. INTRODUCTION  

Electronic fetal monitoring is an essential tool for fetal 
surveillance both during the antepartum and the intrapartum 
period. It is mainly based on the monitoring and evaluation 
of the Fetal Heart Rate, (FHR) usually by eye inspection by 
the physician in charge following specific guidelines [1],[2]. 
Evaluation and interpretation of FHR gives an indication of 
the fetal health condition [3]. Many researches have tried to 
toggle with the problem of FHR analysis and interpretation 
using an algorithmic manner, a particularly difficult prob-
lem in the intrapartum period [4]. While the availability of 
commercialized systems for the intrapartum period  is still 
in the very beginning [10], the development of powerful and 
low cost personal computers have led to proposing 
of new automatic or semiautomatic systems [5],[15], which 
are however still in an experimental or evaluation phase. 

Due to the very complicated nature of the problem at 
hand many different categories of features extracted from 
the FHR signal have been proposed [14],[15] and tested for 
characterization of the fetal condition. Feature selection is a 
complicated process [16] and in difficult problems we tend 
to extract many features from different domains and then 
we proceed to a refinement stage in an attempt to find the 
most representative ones. By doing so, we can reduce the 
redundant information, alleviating simultaneously the well 
known problem of the “curse of dimensionality”. 

In this work we propose the use of the binary version of 
the particle swarm optimization for the selection of those 
features that convey the most relevant information for the 
classification of FHR signals. During the selection phase we 
also experimented to select the appropriate model for the  

k-nn classifier [17] employed for the classification (i.e. 
selection of the appropriate number k of nearest neighbors). 
This particular classifier proved to be inefficient to deal 
with the complexity of this specific problem and as a result 
we had to replace it during the final classification stage with 
a Support Vector Machine (SVM) [18] classifier, which 
yielded better results. 

The remaining of the paper is structured as follows: Sec-
tion II gives a brief introduction to continuous and binary 
Particle Swarm Optimization (PSO) algorithm. Section III 
presents all the stages comprising the proposed method for 
FHR classification and the paper concludes with Section IV 
where the results are summarized and discussed along with 
some proposals for future work.  

II. PARTICLE SWARM OPTIMIZATION 

The Particle Swarm Optimization (PSO) is a population 
based stochastic optimization technique developed by Ken-
nedy and Eberhart [19],[20] inspired by the social behavior 
of animals such as flocking or fish schooling. Since its in-
troduction, PSO has found many applications in solving 
optimization problems in real number spaces [21],[20].  

A potential solution to a minimization (or maximization) 
problem is represented by a particle having coordinates 

idx and rate of change idv  in D-dimensional space. In its 
original formulation, the updates of the particles are accom-
plished according to the following equations 

1 21id id id id nd idv t v t r p x t R p x t  (1) 

1 1id id idx t x t v t                  (2) 

where idv t  is the current velocity of the ith particle, 

idx t is the current position of the ith particle, idp is the 
particle’s locations at which the best fitness has been 
achieved so far and ndp  is the best particle among the 
neighbors at which the best fitness has been achieved so far. 
R and r are two independently generated random numbers 
uniformly distributed in [0, 1] and 1 2,  are learning fac-
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tors. Since its introduction variations of the above formula-
tion have been proposed [21],[22] improving the perform-
ance of the continuous version of the PSO. 

As already mentioned the above formulation has found 
many applications in optimization. However apart from the 
well known continuous PSO there is also a discrete binary 
version of the PS algorithm proposed by Kennedy and 
Eberhart [23], [21]. In the binary version the formula for the 
velocity remains unchanged except from the fact that the 
particle positions ndp , idp , idx t  can only take integer 

values. The parameter idv t  determines the probability 
threshold for the particle’s predisposition of deciding 1 or 0. 
Since probabilities should be constrained in the interval 
[0,1] the logistic function is used. The position of each par-
ticle is determined by the following relation 

if id idS v t  then  1idx t , else 0idx t      (3) 

where 1
1 expid

id

S v t
v t

 and id  is a random 

vector drawn from a uniform distribution between 0.0 and 
1.0. Moreover a constant parameter maxV  can be used in 
order to limit the velocity term, allowing always a possibil-
ity for a change. 

Apart from the above binary version another one has 
been proposed by Agrafiotis and Cedeno [24], in order to be 
used for feature selection applied to regression problems. In 
the present work we employed the binary algorithm pro-
posed by Kennedy and Eberhart with  max 4V  [19][20]. 

III. PROPOSED FHR ANALYSIS PROCEDURE 

The proposed procedure consists of four stages. The first 
stage pre-processes the FHR signals before we proceed to 
the second stage that performs the feature extraction. The 
third stage employs the bPSO in order to select an appropri-
ate set of features and also select the “optimum” number of 
neighbours for the k-nn algorithm. The fourth stage which 
performs the classification was originally comprised by the 
k-nn model selected during the previous stage but had to be 
modified, replacing the k-nn classifier with an SVM.  

A. Preprocessing stage  

Before the extraction of the features from the FHR sig-
nals an artifact removal process has to take place in order to 
remove the “noise” contained in almost all FHR recordings. 
The procedure for artifact removal, which was first intro-
duced in [25], detects a stable FHR segment, which is de-
fined as a segment where the difference (in beats/min) be-

tween five adjacent samples is less than 10 beats/min. 
Whenever a difference between adjacent beats higher than 
25 beats/min is found, a linear interpolation is applied be-
tween the first of those two signals and the first signal of a 
new stable FHR segment. After the removal of artifacts 
segments of equal size (20 minutes) were cropped starting 
from the end of the recordings (with the exclusion of 1-2 
final minutes) for further analysis. 

B. Feature Extraction stage 

The FHR signal is a time series and as a result it is natu-
ral to try to extract features from the complementary do-
mains of time and frequency. Furthermore the more of 30 
years of use of this signal by gynecologists and obstetrics 
led as to extract a set of features more closely related to the 
physician’s approach to FHR interpretation directly associ-
ated with the “morphology” of the FHR signal. Therefore 
we can divide the extracted features into three classes.  

1) Time domain features: 
In time domain we extracted the following 7 features 

{mean FHR, Standard deviation of FHR, Delta value, STV 
value, II value, LTI value, Delta total value}. A detailed 
description of each one of the above parameters can be 
found in [14],[15]. 

2) Frequency domain features: 
In order to extract features from the frequency domain we 

adopted a partitioning of the frequency band proposed by 
Magenes et al [4] since it seems to give a more adequate 
characterization of the fetal condition [15]. Therefore we 
partitioned the frequency range into 4 bands and calculated 
the corresponding energies:  
 the Very Low Frequency (VLF) 0-0.03 Hz  
 the Low Frequency (LF) 0.03-0.15    
 the Movement Frequency (MF) 0.15-0.5 Hz,  
 the High Frequency (HF) 0.5-1 Hz  
 As a fifth feature for this feature set we used the 

ratio: 
 /( )LF HF MF   

3) “Morphological” features 
As mentioned in the introduction, everyday FHR inter-

pretation is based upon certain morphological characteris-
tics, according to predefined guidelines [2]. In this work we 
extracted the following seven morphological parameters:  

1. Baseline  
2. Number of accelerations 
3. Number of Small accelerations  
4. Number of Mild decelerations 
5. Number of Prolonged decelerations 
6. Number of Severe decelerations 
7. The percentage of the decelerations time   
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A detailed description of each one of the above parame-
ters can be found in [15]. Therefore we had a total of 19 
features which will be tested using the feature selection 
stage in order to eliminate those that are not appropriate for 
the specific classification task. 

C. Feature selection using bPSO  

The main purpose of feature selection is to reduce the 
number of features without compromising the classification 
performance. Moreover sometimes the elimination of less 
discriminatory features can lead to an increased generaliza-
tion performance of the classification method. 

In this work the selection was performed using bPSO. 
Each particle represented a subset of features. The length of 
each particle was equal to the number of features augmented 
by 2 bits used to code the number of neighbors of the K-
nearest neighbor classifier employed for the evaluation of 
the fitness of each individual. A zero value at the dth posi-
tion declares absence of the corresponding feature from the 
subset of features while a one declares the inclusion of the 
corresponding feature in the subset. Figure 1 illustrates 
schematically the information coded in each particle. 

 
Fig. 1 Feature selection scheme using bPSO 

The fitness value of each particle was the negative geo-
metric mean [26]:  

a a                                       (4) 

where a  is the accuracy, which is observed separately 
on positive examples (cases “at risk”/abnormal) and a  is 
the accuracy observed separately on negative examples 
(normal/healthy cases). The minus was used in order to 
have a minimization problem while the geometric mean was 
selected in order to penalize classifiers with imbalanced 
performance [26].  

D. Classification stage  

The final stage is responsible for the classification of the 
FHR signal. Originally the classifier selected was the k-nn 
where k was part of the selection stage. To be more specific 
the last two bits of each particle were used to code the value 
of k. Therefore the value of k was given by     

4 2
1 2 2 1end endk b b                     (5) 

where the one at the end of the relation was added in order 
to always have an odd value for k, allowing k to take one of 
the following values k={1,3,5,7}. However even though,  
during the training phase the k-nn classifier gave very good 
results this was not the case during the testing phase. As a 
result we had to change the classifier and use an SVM with 
RBF kernels which resulted in a better performance [18]. 

IV.  RESULTS AND CONCLUSIONS 

In this research work, the data set consisted of 160 re-
cordings. 130 of the recordings belonged to fetuses with 
umbilical artery pH>7.2 and consisted the normal group 
while the rest 30 having pH<7.1 consisted the “at risk” 
group. In order to alleviate the problem arising from the 
imbalance segregation of examples we used the Synthetic 
Minority Oversampling Technique [27] with 600% over-
sampling of the minority class.  

The performance of the proposed procedure was esti-
mated using the 10 fold stratified cross validation method 
[28]. The results achieved by the k-nn and the SVM classi-
fier are summarized in Table 1. As it can be seen even 
though the k-nn achieves greater overall accuracy the SVM 
classifier manages to achieve higher sensitivity.  

Table 1  Classification Performance 

 k-nn SVM 

“at risk” 63.3% 70% 
normal 88.5% 79.2% 
overall 83.8% 77.5% 

These results, pertaining to the analysis of fetuses born 
with arterial pH > 7.20 or lower than 7.10, are promising 
and  are comparable with the best results reported in the 
literature regarding the analysis of FHR tracings with other 
methods, pertaining to fetuses representing the whole arte-
rial pH range [29]. Further investigation should be given 
towards the use of bPSO for feature selection. In future 
work we will test the extraction of other FHR features, 
namely in the morphological domain, looking at other ap-
proaches to the FIGO guidelines for fetal monitoring [2], 
[29].Moreover, we will test the use of a hybrid version of 
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PSO in order to simultaneously selected the “best” features 
and also select the best model for the SVM classifier, re-
garding the analysis of the whole range of fetuses, born with 
arterial pH > 7.20, 7.20-7.10 and <7.10.. 
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