
The 3rd European Medical and Biological Engineering Conference November 20 – 25, 2005 
EMBEC'05  Prague, Czech Republic 

IFMBE Proc. 2005 11(1)  ISSN: 1727-1983 © 2005 IFMBE  

 CLASSIFICATION OF FHR DURING THE INTRAPARTUM PERIOD 
USING WAVELET NEURAL NETWORKS TRAINED BY PSO  

 
G. Georgoulas*, C. Stylios** and P.P. Groumpos* 

 
* Laboratory for Automation & Robotics, University of Patras, Patras, Greece  

** Dept. of Communications, Informatics and Management, TEI of Epirus, Kostakioi, Artas, 
Greece  

 
georgoul@ee.upatras.gr 

 
 
Abstract: In this paper we present a novel method 
for the discrimination of fetuses suspicious of 
developing acidemia from healthy ones. The 
proposed methodology employs wavelet analysis, 
neural networks and a newly developed paradigm 
from the field of evolutionary computation in a 
unified framework, to achieve better feature 
extraction and classification results for Fetal Heart 
Rate. The methodology is tested in experimental data 
set and the discrimination results are promising 
paving the way for further investigation and 
experimentation. 
 
 
Introduction 
 

Electronic Fetal Monitoring (EFM), usually named 
cardiotocography, has been widely used for antepartum 
and intrapartum fetal surveillance. EFM refers to the 
continuous recording and monitoring of Fetal Heart 
Rate (FHR) and Uterine Activity (UA), also known as 
cardiotocogram (CTG), which is depicted in Figure 1. In 
daily obstetric practice, obstetricians largely rely on 
information from the FHR. During the final period of 
labor and especially during the stressful delivery 
process, the risk of developing fetal hypoxia is 
increased. Monitoring of FHR is extensively used as an 
indirect screening test on fetal acid base balance [1]. 

 

 
Figure 1. Typical CTG, with the FHR in the upper part 

and the UA in the lower part. 
 

The inconsistency in interpretation [2] and the 
increase of false positive diagnosis [3] have raised the 

issue of whether a reliable and reproducible 
interpretation of the FHR patterns can be developed. 
The solution to this issue may be the deployment of new 
methodological tools [4-16], considering new indices 
more responsive to normal and pathological fetal 
conditions. 

A quite novel signal processing method is the 
wavelet analysis. The way wavelet analysis localizes 
signal’s information in the time-frequency (time-scale 
may be a more appropriate term), making it especially 
suitable for the analysis of non-stationary signals as an 
alternative to the classical short-time Fourier transform. 
Wavelet analysis has been already used as a tool for the 
extraction of scale-dependent and time scale dependent 
features for the classification of the FHR during the 
intrapartum period [17, 18]. 

However, those approaches use predefined features 
and they have not any adaptation ability. On the other 
hand, neural networks are learning paradigms that are 
naturally designed to adapt using a training set and 
without any other prior knowledge concerning the 
problem in hand. The idea of combining both wavelets 
and neural networks has resulted in the formulation of 
wavelet networks – a feedforward neural network with 
one hidden layer of nodes, whose basis functions are 
drawn from a family of orthonormal wavelets [19, 20]. 
Various algorithms can be used for training, such as 
conjugate gradient method, stochastic gradient 
algorithm, genetic algorithms etc. Most of applications 
of wavelet neural networks consider the regression 
problems [19, 21].  

Particle swarm optimization (PSO) is a stochastic, 
population-based optimization algorithm [22]. It 
belongs to the class of swarm intelligence algorithms, 
which are inspired from the social dynamics and 
emergent behavior that arises in socially organized 
colonies. It is a derivative free optimization method [23] 
and has been used with reasonable success in many 
applications including the training of neural networks 
[22].  

In this work we apply PSO for training a wavelet 
neural network that will be able to discriminate fetuses 
suspicious of developing acidemia from those that are 
coping well with the stress induced during labor.  
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 Materials and Methods 
 
Wavelet neural Networks 

 
Artificial neural networks (ANNs) are increasingly 

used in problem domains involving classification. They 
are adept at finding commonalities in a set of seemingly 
unrelated data and for this reason are used in a growing 
number of classification tasks. 

The wavelet transform is a decomposition of the 
original signal onto a set of basis functions called 
wavelets. Those basis functions are obtained from a 
single prototype wavelet, which is referred to as the 
“mother wavelet” ( )tψ , by dilations and contractions 
(scalings), as well as shifts:  
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Wavelet network (WN) tries to combine aspects of 

the wavelet transformation for feature extraction and 
selection purposes with the characteristic decision 
capabilities of neural network approaches [24]. A WN 
can be described as an expanded perceptron with so-
called wavelet nodes as preprocessing units for feature 
extraction (Figure 2).  Each wavelet node computes the 
inner product of the predefined wavelet and the signal 
under investigation. The nodes are described by a shift 
parameter, kb , and a scale parameter, ka and the output 
of each node is 
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Figure 2. A simple wavelet neural network. 

 
Figure2 shows a simple wavelet neural network with 

3 wavelet nodes in the input layer, 2 sigmoid nodes in  
the hidden layer and one sigmoid node in the output 

layer. The part of the network contained in the 
rectangular is a typical perceptron with sigmoid 
activation functions. 
 

The parameters related to the wavelet nodes, as well 
as the weights, are tuned using a supervised learning 
scheme. Learning is often formulated as the 
minimization of an error function, such as the total 
mean square error between the actual output and the 
desired output summed over all available data.  While 
the sum-of-squares error function is appropriate for 
regression, for classification problems it is often 
advantageous to optimize the network using the cross 
entropy error function [25] 
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where N is the total number of training patterns, 

{ }0,1nt ∈ is the label of the nth pattern and ny is the 
output of the neural network when presented with the nth  
pattern. 
 
Particle Swarm Optimization 

 
PSO is a non-linear method which falls under the 

class of evolutionary computation techniques. It was 
originally proposed by J. Kennedy as a simulation of 
social behavior, and it was initially introduced as an 
optimization method in 1995 [26]. 

PSO is a population based method, i.e., it exploits a 
population of individuals to probe for promising regions 
of the search space, simultaneously. The population is 
called a swarm and the individuals (i.e., the search 
points) are called particles. The movement of the 
particles is stochastic; however it is influenced by the 
particle’s own memories as well as the memories of its 
peers. 

A minimization (or maximization) of the problem 
topology is found both by a particle remembering its 
own past best position and the entire swarm’s best 
overall position. The Basic PSO algorithm consists of 
the velocity and position equation: 

 
( ) ( ) ( ) ( ) ( )1 2 ( )1i i i i g t iv t t v t r p x t r p x tφ η η ⎡ ⎤+ = + − + −⎡ ⎤⎣ ⎦ ⎣ ⎦  ( 4 )
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where i is the particle index, ( )iv t  is the current velocity 

of the ith particle, ( )tφ is an inertia function (usually a 

linearly decreasing one), ( )ix t is the current position of 
the ith particle, ip is the position with the best fitness 
value visited by the ith particle, ( )g t is the particle with 
the best fitness among all the particles (best position 
found so far - global version of the pso [22]), r is a 
positive constant called acceleration constant and 1 2,η η  
are random numbers uniformly distributed in [0, 1]. 
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 In our case the fitness function is the cross-error 
function and each dimension of a particle corresponds 
either to the connecting weights or the translation and 
dilation parameters of the wavelet nodes. 

 
Experimental set up 
 

The experimental data set consists of 40 FHR 
signals. The FHR signal are divided in two 2 subsets 
depending on whether the fetus has developed acidemia 
or not. Acidemia was determined for this work based on 
the pH value of umbilical artery (measured just after the 
delivery). The boundary to discriminate fetus is set to 
7.1. Therefore, in the first subset, we included those 
FHR signals that belonged to fetuses with umbilical 
artery blood pH less than 7.1 and in the second subset, 
those FHRs signals that belonged to fetuses with 
umbilical artery blood pH more than 7.2. In the data set 
we didn’t include fetuses with umbilical artery pH in the 
range [7.1, 7.2]. All FHR records had been acquired 
during the final stage of the labor and, in fact, as close 
as possible to delivery. This means that the data sets 
were time-biased free and a direct association could be 
made between the segment of the signal used and the 
fetal outcome. The recordings had durations ranging for 
20 minutes to more than 1 hour. In this work we focused 
on FHR recordings as close as possible to delivery and 
for segments of relatively small duration 

FHR is a very noisy signal with a lot of spiky 
artifacts and even periods of missing data due to the 
movement of the baby and the stress induced during the 
labor, leading to the displacement of the transducer used 
for its acquisition.  This kind of noise cannot be 
eliminated in the source and it is always present in 
cardiotocographic records. Therefore, before any further 
processing, it is necessary to eliminate the noise from 
FHR, so we implemented a noise removal algorithm for 
FHR [11]. 

After the preprocessing stage, 5 minute segments 
were extracted from the end of each of the recordings. 
The wavelet neural network operated on these segments 
with its input wavelet nodes. In this work we tried to 
keep the structure of the wavelet network as simple as 
possible. Therefore we tried a network with 3 wavelet 
nodes, 2 sigmoid nodes in the hidden layer and one 
sigmoid node in the output layer. We also considered 
dyadic wavelet nodes, i.e. we allowed only discrete 
predefined steps for both the shift parameter, kb  , and 
the scale parameter, ka leading to the following wavelet 
representation: 
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The parameters n, m were selected as part of the 

optimization process involving the PSO method. Each 
wavelet node takes as input the FHR signal and 
produces a wavelet coefficient which is then forward 

propagated through the part of the network that is in fact 
a perceptron with sigmoid activation functions. 

 
Results 
 

To evaluate the performance of the classifier we 
divided the 40 cases into 4 (non-overlapping) subsets, 
each one consisting of 5 sets from the “normal” and 5 
from the “risk” group. The SVM classifier was trained 
on all subsets except for one, and the validation 
performance was assessed on the subset left out. We 
repeated this procedure 5 times, each time using a 
different subset for testing. Since the PSO is a stochastic 
process the above procedure was repeated 5 times and 
the performance was assessed taking the average over 
the 5 iterations. 

The power of the PSO in optimization can lead to 
overfiting in the case of neural network learning. We 
must keep in mind that PSO is an optimization method 
but the minimization of an error criterion does not 
guarantee good generalization ability of the neural 
network. Therefore we had to modify the error function 
including a weight decay penalty term [25], and thus the 
new fitness function was given by the following 
expression. 

 
2
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The best results were achieved using Daubechies 
wavelets [27] with 4 vanishing moments. The results for 
the WN with and without weight decay are summarized 
in Table 1. 
  
Table 1: Classification performance of the WN 
 

 Overall 
accuracy 

accuracy 
(normal) 

accuracy 
(normal) 

Without 
weight decay 58.50     60 57 

With weight 
decay 77.50     84 71 

 
Discussion 
 

In this work we focused on the difficult task of 
discriminating between fetuses that are suspicious of 
developing academia and those that are coping well 
with the stress induced during labor. Our approach 
deployed a very simple wavelet neural network with 
only 3 wavelet nodes. This means that only 3 features 
were employed, which is the smallest amount of 
features that we have used so far [17, 18]. However, the 
results are comparable to those reported in [17], where 6 
features based on isolated coefficients had been 
employed. This indicates the potential capabilities of the 
proposed method.  

The inclusion of the weight decay term in the error 
function results in a dramatic improvement in the 
generalization performance of the wavelet neural 
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 network and more attention should be given in finding 
an optimum value for the regularization parameter λ. 

Moreover, it must be mentioned that the threshold 
for the pH value could be probably chosen lower for the 
“hypoxic” case.  A more justified threshold would be 
the value of pH at 7, but this would compromise more 
the classification performance, since only 2 cases would 
fulfill that criterion, leaving 34 to the normal set. It is 
obvious that with this partition, overfitting would occur. 
It is worth mentioning that only very low pH values 
(6.8) are related to neonatal death or major neurological 
damage [28]. 

    
Conclusions 
 

This research work presents a novel methodology 
for feature extraction and discrimination of fetuses at 
risk to suffer from acidocis. A more elaborate analysis 
of data and more profound experimental work on 
learning of networks is necessary to in order to further 
validate the feasibility of this approach. In general, no 
single algorithm is an overall winner for all kinds of 
networks. The best training algorithm is problem 
dependent. 

In future work we will also employ wavelet 
networks equipped with wavelet nodes with a finer 
resolution of the parameters kb , ka . Furthermore 
different neural network topologies will be used (Radial 
Basis Functions networks, networks with mixed 
activation functions etc.) combined with the layer of the 
wavelet nodes, along with different error functions in 
order to fully exploit the capabilities of this hybrid 
approach. 

To sum up, the proposed method is promising but it 
still has to be tested using a bigger data set before safer 
conclusions can be drawn. 
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