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Abstract—One of the most common deficiencies of currently
existing induction motor fault diagnosis techniques is their lack
of automatization. Many of them rely on the qualitative interpre-
tation of the results, a fact that requires significant user expertise,
and that makes their implementation in portable condition mon-
itoring devices difficult. In this paper, we present an automated
method for the detection of the number of broken bars of an induc-
tion motor. The method is based on the transient analysis of the
start-up current using wavelet approximation signal that isolates
a characteristic component that emerges once a rotor bar is bro-
ken. After the isolation of this component, a number of stages are
applied that transform the continuous-valued signal into a discrete
one. Subsequently, an intelligent icon-like approach is applied
for condensing the relative information into a representation that
can be easily manipulated by a nearest neighbor classifier. The
approach is tested using simulation as well as experimental data,
achieving high-classification accuracy.

Index Terms—Discrete wavelet transform, intelligent icons,
piecewise aggregate approximation (PAA), rotor faults, symbolic
representation.

NOMENCLATURE
fLsu Frequency of the left sideband harmonic (Hz).
S Slip (-).
fs Power supply frequency (Hz).
fsampt ~ Sampling frequency (Hz).
x[] Discrete time signal (-).
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Continuous time signal (-).

an Approximation signal at level n (—).

d; Detail signal at level j (-).

ay Approximation coefficients at level n (-).

df Detail coefficients at level j (-).

" Scaling function at level n (-).

W Wavelet function at level j ().

rpaa  Piecewise aggregate approximation (PAA) representa-

tion of a signal/time series ().

nth element of the PAA representation (-).
by Alphabet.

%] Cardinality of the alphabet.

I. INTRODUCTION

NDUCTION motors from a fraction of kilowatts up to sev-

eral megawatts constitute the driving force of the industry
[1]-[3]. Although they have lower efficiency and more vol-
ume and weight than permanent magnet synchronous motors,
their low cost, simple construction, and robustness have led to
their prevalence in industry applications, where the latter issues
play a more crucial role. Furthermore, in such applications, the
efficiency of the complete drive system including the working
machine is more important than the efficiency of the motor; the
improvement in the latter can only be marginal.

Regarding the low-voltage drives (400 V/690 V) with power
ratings from several hundreds of kWs up to 1 MW, ca. 2/3 of
the applications have to do with pumps, fans, and compres-
sors [1]. The motors of the drive system in these applications
are squirrel-cage induction motors with aluminum bars and
rings for the rotor cage. No matter how robust the squirrel-cage
motors are, they can still suffer from electrical and mechanical
faults that can lead to failures and production shutdowns [4],
[5]. Therefore, it is of paramount importance to detect a fault as
precisely as possible and as early as possible; this will lead to a
faster repair and a shorter downtime.

Motor current signature analysis (MCSA) is currently the
most prominent approach for rotor fault diagnosis in asyn-
chronous machines, [6]-[9], as well as to other electric equip-
ments [10], primarily due to its noninvasive nature [11], [12].

It is known that a breakage of a bar in the rotor cage leads
to a distortion in the air-gap magnetic field. More specifically,
the effect of the breakage is typically represented by a “fault
field” that is superposed to the normal field that is present under
healthy conditions. The spatial waveform of the air-gap flux
density caused by the fault field is a stepped bipolar wave,
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whose amplitude and spectral composition cyclically change
over time. Rigorous characterization of this field can be found
in [13]. This “fault field” induces multiple current harmonics
in the stator windings. The identification of these harmonics in
the Fourier spectrum of the steady-state current is the basis of
the MCSA method [13]. In this regard, the evaluation of the
amplitude of the left sideband harmonic (LSH) has drawn the
most attention since this amplitude is closely related to the fault
severity [2]. The frequency of the LSH is determined by the
following equation [2], [14]:

fisu =|1—2s|- fs (D

where f is the power supply frequency and s is the slip.

MCSA is predominantly used in many industrial sites as well
as by most of the few available condition monitoring devices
to assess the rotor condition [2]. Traditional MCSA has, how-
ever, important drawbacks as extensively reported by several
authors [14], [15], such as the incorrect diagnostics of this tool
(either false negatives or false positives) and its inability to cope
with time-varying conditions, which can have huge economic
repercussions [16], [17].

These problems of MCSA have justified the attempts to pro-
mote the industrial penetration of new advanced techniques.
Indeed, some of them can avoid part of the MCSA con-
straints, increasing the reliability of the diagnostic procedure,
as reported in several works. In this context, the analysis of
the start-up current using advanced signal processing tools
has been proven to be especially suitable; the fault-associated
patterns appearing in the resulting time-frequency maps are
very unlikely to be caused by a different phenomenon or rea-
son, a fact that justifies its use, especially in controversial
cases in which application of traditional MCSA is not suitable
[16]-[18].

In spite of the advances in this area, most of these techniques
still rely on a qualitative interpretation of the resulting patterns
that must be carried out by an expert user [19]. In other words,
the implementation of these techniques in unsupervised sys-
tems that do not require continuous human intervention is still
in an experimental phase.

This work proposes a new, computationally efficient method
to automate the detection process of rotor faults and produce an
alarm in case of a detected fault. The proposed method is based
on the transformation of the discrete time, continuous-valued
wavelet approximation signal [13] of the start-up current, to
a discrete time, discrete-valued signal. The process known as
discretization or symbolization allows for the application of
highly efficient algorithms successfully applied at other fields
such as bioinformatics or text mining [20], which may come
handy in embedded system implementation or online moni-
toring. Moreover, symbolic data representation is usually less
sensitive to measurement noise, a situation which often occurs
in industrial environments [21].

In the field of electric equipment condition monitoring, sym-
bolic representations have been primarily used for anomaly
detection [22] using statistical properties of the generated sym-
bolic sequences. Symbolic dynamics were involved in the
detection of broken bars both for inverter-fed [23] and line-fed
motors [24], and for the detection of stator voltage imbalance
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in induction motors [25]. In [26], a variety of fault conditions
in an induction motor (voltage imbalance, bearing faults, bro-
ken bars) were detected using symbolic filtering. In [27], the
demagnetization of permanent magnet machines was estimated,
while in [28] the state of charge of a battery was estimated using
symbolic time series analysis.

All the aforementioned symbolic dynamic approaches
involve steady-state operation. In [29], the Symbolic Aggregate
approXimation (SAX) method was employed for the detection
of broken bars during start-up. An intelligent icons [30] repre-
sentation capable of discriminating between healthy and faulty
situations is presented [29] without however being able to quan-
tify the severity of the fault. In [31], the information extracted
from the second complex intrinsic mode function (IMF) of
the start-up current was condensed into a symbolic time series
which was then classified using a scheme based on discrete
hidden Markov models (HMMs).

In this work, an approach that builds upon the basic blocks
of SAX but uses a different partitioning for the discretization
process is proposed. The achieved results using both simulated
and experimental data are promising, indicating the potential
use of the method for the automatic identification of broken bars
in induction motors.

This paper is structured as follows. Section II provides the
necessary background of the different components of the pro-
posed procedure along with the description of the method.
Section III presents the testing procedure and the achieved
results both for the simulation and the experimental test case.
Finally, Section IV concludes the paper providing also some
hints for future work.

II. PROPOSED PROCEDURE

The proposed diagnostic procedure is depicted in Fig. 1, and
as it can be seen, it involves a number of stages. In the rest of
the section, the technical background of each of the stages is
presented.

A. Discrete Wavelet Transform for the Extraction of the Fault-
Related Approximation Signal

Discrete wavelet transform (DWT) decomposes a signal x ()
into an approximation signal and a number of detail signals,
each one representing a particular “coarseness” of the signal

P = Y abel (0 + 3D vl (1)

=an+ Y _d )
j=1

where a,, and d; are the approximation signal at level n and
the detail signal at level j, respectively, which in turn are con-
structed by the scaling a!" and wavelet coefficients d using the
scaling ©™ and wavelet functions 7.

Signals containing a mixture of features that reside at dif-
ferent time and frequency resolutions are well-suited for DWT
analysis [32]. The detail signal d; () represents the frequency
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Fig. 1. Proposed diagnostic approach.

content of the signal z (t) residing in [ foamp/27™, framp/27],
where fomp is the sampling frequency. The lowest frequency
content [0, fsmp/2" '] of the original signal x (¢) is repre-
sented by the approximation signal a,, ().

As it has been shown in [13], [16], [18], and [33], in the case
of broken rotor bars, the faulty component can be “isolated”
by the approximation signal a,, (¢), provided that a suitable
decomposition level is selected. For example, for the case of
fsamp = 5 kHz and f, = 50 Hz, the appropriate level is 6, with
the approximation signal containing frequencies [0, 39.06] Hz
[18]. This specific interval has been proven quite effective in
isolating the evolution of the LSH [18] (even though more
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Fig. 2. Approximation signal of the start-up current for (a) a healthy machine,
(b) a machine with one broken bar, and (c) a machine with two broken bars
under no load condition.

elaborate uses of the DWT have been proposed [34]). When
a different fgump is used that does not lead to that specific fre-
quency content, sampling rate conversion can be achieved using
polyphase filters [35].

Different mother wavelets have been used for the extrac-
tion of the approximation signal [13], [18], with satisfactory
results. In this work, the dmeyer (discrete Meyer wavelet) is
selected and used in all conducted experiments [18]. In Fig. 2,
the approximation signal at level 6 (which corresponds to the
[0,39.06] Hz interval—35 kHz sampling frequency) of the start-
up current of the laboratory motor described in the Appendix
(Table IV) is depicted at no load condition for a healthy, a one
broken bar and a two broken bar situation. Note that all currents
are normalized to have maximum amplitude approximately
equal to one before the application of the DWT.

B. Piecewise Aggregate Approximation

PAA, which was independently proposed in [36] and
[37], divides a discrete time signal (a time series) = =
{z[1],2[2],...,z [N]} of length N, into w segments of equal
length (N/w) and then each segment is replaced by the aver-
age value of the segment, creating a new time series Tpaa =

{z[1],z[2],. .., Z[w]} where
7] = 2 i 2[j], fori=1,2,....w. (3)
N ) b ) )
j=f(i-1)+1

An example of the PAA representation of a time series
is shown in Fig. 3. PAA is used as an effective first
stage of dimensionality reduction increasing computational
efficiency.

PAA assumes that N can be divided exactly by w. A mod-
ified version that can handle situations where N cannot be
divided exactly by w was proposed as part of the generalized
SAX [38], [39]. Assuming that the discrete time signal has
a normalized sampling period (z = {x [nT|},n=1,2,...,N
and 7' =1), an analytic expression for the calculation of
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Fig. 3. Example of the application of PAA to a signal with only 15 samples
(marked with open circles) using w = 3. Each consecutive nonoverlapping
five-sample long segment is averaged to produce the PAA representation.

generalized PAA can be written in a summation form as
follows [40]:

= 5 () = [ ]) = [ 2e]))

| Zi+1]-1

>

J=[ Z(-1)+1[+1

+;E((((Q@DH)B@DHJ))

- {Z(i—l)-le) fori=1,2,...,w €]

_|_
==

xj]

where |y| is the greatest integer less than or equal to
y. Equation (4) reduces to (3) when N can be divided
exactly by w.

C. Discretization

The discretization of a continuous-valued signal for the cre-
ation of a sequence of symbols drawn from an alphabet X is
performed by partitioning the range of the input signal into a
number of disjoint regions. In this work, the maximum entropy
partitioning (MEP) is adopted [41]. As its name implies, MEP
creates symbols in such a way as to maximize the entropy of
the created string. For a discrete time continuous-valued signal
with w samples and for an alphabet with cardinality |X|, the
MEP procedure is as follows [41], [42].

1) Sort the samples of the original discrete time continuous-

valued signal in an ascending order.

2) Define the partitioning limits starting from the first point
of the sorted signal from the first step such as |w/|X|]
data points will lie within each section.

3) Use the partition obtained in the second step, to transform
the original discrete time continuous-valued signal to a
string of symbols (if the value of a data point lies within
or on the lower bound of a partition, it is coded with the
symbol associated with that partition).
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Fig. 4. Schematic explanation of the sequence creation process for the case of
a three-symbol alphabet. The original signal is shown on the top of the figure.
In the middle, the partitioning using the MEP is depicted, with the thresholds
dividing the samples into three regions, with each one containing 50 samples,
leading to three equiprobable symbols. The bottom caption shows the transfor-
mation of the original signal into a sequence. For illustrative purposes, we only
depict the sequence as a continuous plot overlaid on the original signal, which
is depicted in the background using a dashed line.

A graphical representation of the procedure is depicted in
Fig. 4 for the case of an alphabet with only 3 symbols (“a,” “b,”
“c”) and 150 samples (the value of the 50th sample of the sorted
series defines the lower cutting point (th; ) while the value of the
100th sample defines the upper cutting point (thy)—therefore,
any sample which has a value lower or equal than th; will be
assigned the symbol “a,” any sample which has a value that is
higher than th; and lower or equal than thy will be assigned
the symbol “b” and the rest of the samples will be assigned the
symbol “c”). As it can be seen with that partition all three sym-
bols are equipropable (“a,” “b,” and “c”” appear 50 times each),
therefore leading to a maximization of the entropy.

MERP allows for more symbols—finer resolution—in regions
with higher information content, while regions with lower
information content undergo a sparser partitioning with fewer
symbols assigned.

D. Feature Extraction—Intelligent Icons

All the previous steps have led to the creation of a sym-
bolic sequence. This sequence is further condensed in order to
come up with a probabilistic representation. Along these lines
the simplest approach is to use the intelligent icons [30], [43]
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Fig. 5. Two mappings for two different word lengths, (a) { = 1 and (b) [ = 2
for an alphabet X = {a, b, ¢, d} of size |X| = 4.

method with or without the illustration part. The idea behind the
intelligent icons is to count the occurrences of symbols or words
of symbols creating this way, approximations of the underly-
ing probability mass functions. The rational is similar to the
D-Markov modeling approach employed in [24]-[26], where
a transition matrix is created by counting transitions between
states (where each state is just a word of length D).

For creating an intelligent icon first, we assign to each letter
of the alphabet a unique value k

a=0,b=1,c=2 d=3. )

Each word has an index for the location of each symbol in
the table of the icon. For clarity, we can show them explicitly
as subscripts. For example, if the first word is avgar; then kg =
a =0 and k; = a = 0. In order to map a subword to the table
represented by the icon, we can use a mapping like the ones
presented in Fig. 5.

The following equations can be used in order to find the row
and column of each subword in the intelligent icon table:

-1

col = Z (ky - 2771 mod 20— (6)
n=0
-1
row = (kndiv2) - 27! (7)
n=0

where mod represents the modulo operation and div the integer
division operation.

For example, for the subword aa, where kg =a =0, k1 =
a =0, and [ = 2; substituting in (6) and (7), we get col =1
and row = 1, respectively [the first element of the mapping of
Fig. 5(b)].

Intelligent Icons, also called intelligent bitmaps [43], were
originally developed to display time series in a more compact
form. Along this line, Fig. 6 displays the intelligent icons for
the case of a healthy machine and a machine with one and two
broken bars, which is described in Section III-B, for different
durations of the start-up phenomenon. As it can be seen the
icons are pretty distinct.

However, in this work, the goal is not to trade one represen-
tation [one-dimensional (1-D) time series] for another (a 2-D
icon) rather than to develop an automated procedure for the
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(a) (b)

Fig. 6. Intelligent Icons representation of the approximation signal using,
w = 250, |X| =4, and word length equal to 2 for the case of a normal
machine (a) and (b), a machine with one broken bar (c)—(d), and a machine
with two broken bars (e)—(f). The start-up signals come from an actual machine
(Section III-B). Icons (a), (c), and (e) correspond to no load and (b), (d), and
(f) to half-load condition.

diagnosis of broken bars. Therefore, the estimated probability
mass functions of the words are treated as feature vectors to
be fed into a classifier. This is a similar to the bag-of-patterns
representation proposed in [44], which was inspired by the
bag-of-words representation from information retrieval and text
mining.

E. Classification-Diagnosis

The final stage of the proposed approach consists of the near-
est neighbor (NN) classifier, the simplest member of the k-NN
family [46]. This, as its name implies, given a labeled training
set, assigns a new unseen example to the class of its NN, where
the “closeness” is assessed through an appropriately selected
distance.

The NN classifier has the desired property [47] of being a
parameter-free algorithm, leaving the tuning process entirely to
the selection of the parameters involved during the application
of PAA, the discretization and the selection of the word length
as it will be explained in the next section.

III. EXPERIMENTAL PROCEDURE—RESULTS

The proposed method was tested using both simulation
data and data coming from a squirrel cage induction machine
and three large industrial motors. The evaluation procedure
involved, as well as the achieved results, is presented in the rest
of this section.

A. Simulation Results

Simulated signals were obtained using a model derived from
an analytical model of induction machine under fault that was
developed in MATLAB Simulink environment. The model is
able to simulate induction machines with rotor asymmetries
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TABLE 1
CLASSIFICATION ACCURACY

Healthy (%) One broken Two broken  Overall
bar (%) bars (%)

Simulation 100 100 100 100
“Experimental A1 100 100 100 100
“"Experimental A2 100 100 100 100
“"Experimental A3 100 100 100 100
“ExperimentalB1 100 100 90 96.7
“"Experimental B2 100 100 100 100
“ExperimentalB3 100 100 100 100

*Experimental A1: full load data for testing.
**Experimental A2: no load data for testing.
***Experimental A3: half load data for testing.
+ExperimentalB1: no load data for training.
++ExperimentalB2: half load data for training.
+++ExperimentalB3: full load data for training.

and eccentricity in different load conditions, both stationary and
transient states and yielding magnitudes such as currents, speed,
and torque [48].

Ten healthy start-ups and ten start-ups for each one of
the faulty conditions (one and two broken bars) were sim-
ulated with different durations of the transient phenomenon.
Therefore, a total of 30 cases were considered each one of them
being different from all the rest.

To assess the performance of the approach a 10-fold (strat-
ified) cross-validation (CV) procedure was repeated 10 times
(outer loop) (10 x 10 CV) [49]. This means that each time 3
cases (one from each condition) were left out and the rest 27
cases (9 + 9+ 9) were used for training, and the whole pro-
cedure was repeated 10 times with reshuffling taking place
between the 10 different runs of the outer loop. This way, the
training and testing sets are not the same in any of the 10 dif-
ferent runs/repetitions. This procedure is adopted in order to
avoid overoptimistic or overpessimistic results due to a par-
ticular partition of the data. Moreover, for the tuning of the
algorithm, i.e., for selecting the number of windows w (250,
500, 1000, or 2000), the alphabet size |X| (4, 5, 6, 7, or 8) as
well as the word length (2 or 3), a nested procedure involving a
grid search was performed using only the training data at each
fold. This way the estimation of the performance was decoupled
from the tuning process [49]. During the training process, the
MEP approach operated on the pooled sample of all the train-
ing signals. This way the different amplitude of the chirp-like
components in the case of the one and the two broken bars were
taken into account. Moreover, since the beginning and the end-
ing of the recordings are similar for almost all cases, 20% of the
recorded signal was excluded from further processing.

The classification results for the simulation data are depicted
at the first row in Table I indicating perfect discrimination
performance of the proposed approach.

B. Experimental  Results—Laboratory — Machine  Under

Different Loading Conditions

For the first part of experimental evaluation, the squirrel
cage induction motor of the Appendix (Table IV) was coupled
directly to a DC machine (load). Healthy and faulty rotors (with
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Fig. 8. Illustration of the main stages of the proposed procedure for a healthy
machine operating at half load. (a) Approximation signal. (b) Discrete repre-
sentation. (c) Intelligent icon representation.

one and two broken bars artificially forced by drilling a hole in
the corresponding bar, just in the junction point between the bar
and the short-circuit end ring) were tested. A picture of one of
the rotors (with one broken bar) is depicted in Fig. 7.

This first set of experiments aims to test the variability of
the approach under different loading conditions. More specifi-
cally, a number of start-up signals were acquired under different
loading conditions with different durations of the transient
phenomenon. Figs. 8-10 depict the approximation signal, its
discrete representation as well the illustration of the extracted
features in the form of an intelligent icon for three different
cases (healthy—one broken bar—two broken bars) at half load
condition (]3] = 4, w = 500, and word length equal to 2) for
the machine described in the Appendix (Table IV). Stator cur-
rents throughout the experimental evaluation were sampled
with a frequency of 5 kHz. Therefore, the approximation sig-
nal was acquired using DWT up to level 6. The experimental
data collected is summarized in Table II.

This experimental setting involved the use of data coming
from two loading conditions for training and the third one for
testing (i.e., no-load and half load for training and full load for
testing). Therefore, three sets of experiments were carried out.
For the selection of the parameters, an internal CV procedure
was carried out within the training set.
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Fig. 9. Illustration of the main stages of the proposed procedure for a
machine with one broken bar operating at half load. (a) Approximation signal.
(b) Discrete representation. (c) Intelligent icon representation.
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Fig. 10. Ilustration of the main stages of the proposed procedure for a
machine with two broken bars operating at half load. (a) Approximation signal.
(b) Discrete representation. (c) Intelligent icon representation.

TABLE II
EXPERIMENTAL DATA FOR THE LABORATORY MOTOR

Healthy One broken bar ~ Two broken
bars
No load 5 5 5
Half load 5 5 5
Full load 5 5 5

The same procedures as in the case of the simulation study
(pooling together of the training data for the determination of
the breaking points, exclusion of the first and last 20% samples
of the approximation) were employed and the results are sum-
marized in Table I (rows 2-4). As it can be seen, the method
seems to be robust to load variations, capable to “extrapolate”
to unseen situations.

To further test the approach, a second set of experiments
was carried out. This time data from only one loading con-
dition were involved for training and the data from the other
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TABLE IIT
ASSESSMENT OF THE LARGE MOTORS

Motor label Condition
Ml Two broken bars
M2 One broken bar
M3 Healthy

two conditions were reserved for testing. In effect, the train-
ing and testing data sets of the previous experimental study
were switched. The same training protocol was employed. The
results are also summarized in Table I (rows 5-7). As it can be
seen in almost all cases but one data from a single condition
can be used effectively for building a diagnostic module. Only
in the case of a model trained using only data coming from no
load conditions, the method mistakenly assigned a case of two
broken bars to the class of one broken bar (therefore, 9/10 of
the two broken bar cases were correctly classified and in total
29/30 of all involved test cases).

C. Experimental Results—Industrial Large Machines

In the previous section, we examined the efficiency of the
method to diagnose the condition of an induction machine oper-
ating at different loading conditions. To corroborate the validity
of the methodology in other machines and, hence, to prove its
ability to generalize, several real field motor signals were used.
All motors were operating in real mining facilities and the start-
up current signals were obtained during one of the periodic
inspections of these machines. The general characteristics of
the field motors are provided in the Appendix (Tables V-VII).
Note that these are very large motors that substantially differ
from the motor tested in the laboratory.

Two of the field motors (M1 and M2) had different lev-
els of rotor asymmetry. In the case of motor M1, the rotor
asymmetry was confirmed after rotor disassembly and visual
inspection, while in the case of M2, there were clear symptoms
of rotor asymmetry. On the other hand, motor M3 was a healthy
machine.

For this experiment, the data collected from the laboratory
motor (Table II) were used to train the classifier. The assessment
of the three motors based on the proposed method is summa-
rized in Table III. We must note that sampling rate conversion
took place since for M1 the sampling rate was 6 kHz, while for
M2, the sampling rate was 4048 Hz and all the training signals
were sampled at 5 kHz.

The trained classifier was able to detect that motors M1 and
M2 had asymmetries without signaling a false alarm for M3.
The results are consistent with the fact that the method assigned
to M1 the class with the higher rotor asymmetry trained to rec-
ognize (two broken bars), while assigning M2 to the category
of one broken bar.

IV. CONCLUSION

An automated method for the diagnosis of broken bars using
the information contained in the start-up current was presented,
which can be used to signal an alarm for further inspection.



KARVELIS et al.: SYMBOLIC REPRESENTATION APPROACH FOR DIAGNOSIS OF BROKEN ROTOR BARS

Healthy
1BB
2BB

Fig. 11. Projection of the data coming from the laboratory setting into three
dimensions, using, w = 2000, |X| = 8, and word length equal to 2. The circles
correspond to the healthy condition, the triangles to one broken bar and stars to
two broken bars.

The method combines DWT for the isolation of a faulty com-
ponent that arises in the case of a bar brakeage, and a symbolic
analysis approach for transforming the information contained
in the component isolated in the previous stage to useful infor-
mation. The efficiency of the method was tested using both
simulated and experimental data and a very simple classifier
proving that once the feature engineering step is suitable [47]
simple methods can be used for the final classification stage.
As in most data-driven methods, the more representative data
available during the training period, the better. This was veri-
fied during the different experiments involving the laboratory
data where the only misclassification occurred when a reduced
set of data (only one loading condition) was used for training.
However, even in that case, the method did not confuse healthy
with faulty conditions.

The efficiency of the representation can be highlighted by
inspecting Fig. 11, which depicts the projection of the data
coming from the laboratory setting into three dimensions using
classic multidimensional scaling. As it can be seen, even in
this low-dimensional space where the discrimination might be
a bit compromised the three classes/conditions seem to occupy
different portions of the space even though the one and two
broken bar categories can be quite close at some parts of that
space. This is probably the reason for the one misclassification
that occurred during the “ExperimentalB1” set up. On the other
hand, the healthy class seems to be quite distinct from the faulty
ones.

Compared to [29], this method is not only capable of detect-
ing the presence of fault but it can also discriminate between
one and two broken bars. Furthermore, the method is very
simple and the whole process requires minimum intervention,
contrary to the method proposed in [31], where all three cur-
rents should be monitored, while the discretization was based
on expert judgement and the classifier was much more complex
than the simple one used in this study.

Moreover, the method was tested using also real-life data.
Even though no additional data were available for motor
M1-M3, the method was capable to discriminate the healthy
motor M3 from the two faulty motors. The promising results
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indicate that the approach can be used at least in an anomaly
detection scenario. Nevertheless, further testing is needed
before its adoption into industrial practice, along with testing
with the simultaneous presence of other common faults.

Furthermore, the method was tested only for completely bro-
ken bars. In future work, more demanding scenarios will be
pursued with only partially broken bars and under accelerated
testing conditions to investigate the potential of the proposed
approach to be integrated in a prognostic framework.

In addition to this, in future work, the diagnostic problem will
also be tested in the more demanding inverter-fed scenario as
well as under the use of fault tolerant controllers, which might
attenuate the fault signature.

APPENDIX
Rated characteristics of the tested motors.

TABLE IV
LABORATORY MOTOR

Rated power 1.1 kw
Rated frequency 50 Hz
Rated voltage 400V
Rated primary current 27 A
Rated speed 1410 rpm
Rated slip 0.06
Connection Star
Number of pole pairs 2
Number of rotor bars 28
Number of stator slots 36

TABLE V
FIELD MOTOR: M1

Application High speed coal mill
Rated power 320 kW
Rated frequency 50 Hz
Rated speed 740 rpm
Number of poles 8
TABLE VI
FIELD MOTOR: M2
Application Mill fan
Rated power 400 kW
Rated frequency 50 Hz
Rated speed 1492 rpm
Number of poles 4
TABLE VII
FIELD MOTOR: M3
Application Compressor
Rated power 1.2 MW
Rated frequency 50 Hz
Rated speed 2998 rpm
Number of poles 2 poles
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